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X-ray gas attenuators act as stress-free high-pass filters for synchrotron and free-

electron laser beamlines to reduce the heat load in downstream optical elements

without affecting other properties of the X-ray beam. The absorption of the

X-ray beam triggers a cascade of processes that ionize and heat up the gas

locally, changing its density and therefore the X-ray absorption. Aiming to

understand and predict the behaviour of the gas attenuator in terms of efficiency

versus gas pressure, a hybrid model has been developed, combining three

approaches: an analytical description of the X-ray absorption; Monte Carlo for

the electron thermalization; and a fluid treatment for the electron diffusion,

recombination and excited-states relaxation. The model was applied to an

argon-filled attenuator prototype built and tested at the European Synchrotron

Radiation Facility, at a pressure of 200 mbar and assuming stationary conditions.

The results of the model showed that the electron population thermalizes within

a few nanoseconds after the X-ray pulse arrival and it occurs just around the

X-ray beam path, recombining in the bulk of the gas rather than diffusing to the

attenuator walls. The gas temperature along the beam path reached 850 K for

770 W of incident power and 182 W m�1 of absorbed power. Around 70% of the

absorbed power is released as visible and UV radiation rather than as heat to the

gas. Comparison of the power absorption with the experiment showed an overall

agreement both with the plasma radial profile and power absorption trend, the

latter within an error smaller than 20%. This model can be used for the design

and operation of synchrotron gas attenuators and as a base for a time-dependent

model for free-electron laser attenuators.

1. Introduction

X-ray gas attenuators are used in high-energy synchrotron

beamlines to absorb the low-energy photons from the initial

spectrum while letting pass the high-energy ones, thus acting

as a high-pass filter. This reduces the heat load on the optical

elements, notably the first crystal of double-crystal mono-

chromators (DCMs). If an attenuator is not used, all the power

carried by the X-ray beam, of the order of hundreds of

W mm�2 (Biasci et al., 2001) spanning a spectrum of several

keV, is absorbed by the DCM. The control of the heat load in

the first crystal is essential to avoid thermal deformations on

its surface, which otherwise would reduce the transmission at

the selected energy and limit the performance of the whole

beamline (Chumakov et al., 2004; Zhang et al., 2013).

A gas attenuator is made of a vessel containing a gas,

usually argon or krypton, at a pressure which varies depending

on the incoming X-ray spectrum and the desired absorption.

For example, the gas attenuators at the European Synchrotron
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Radiation Facility (ESRF) are between 1 and 2 m long and are

operated at pressures between 50 and 500 mbar (Hernández,

2010; Requardt et al., 2013). In contrast, those used at free-

electron lasers are usually longer and operate at a lower

pressure of a few millibars (Feng et al., 2016; Ryutov et al.,

2009).

Previous studies of gas attenuators have focused on the

X-ray absorption by the gas, finding that the gas density along

the X-ray beam path decreases with respect to the initial one

(Hernández, 2010; Requardt et al., 2013). The reason for this is

that the power absorbed heats up the gas locally, creating a

temperature and a density gradient between the beam path

and the walls of the attenuator. A theoretical model devel-

oped for the Linear Cohererent Light Source-II (LCLS-II)

accounts for the gas heating and reproduces the formation of a

density gradient (Feng et al., 2016). However, it does not take

into account the effect of ionization and excitation of the gas

by the X-rays or by the secondary photo- and Auger electrons

released after absorption. If the ionization degree is high

enough, a plasma will be created within the gas attenuator,

changing its properties and triggering a number of processes

that may play a fundamental role in the energy transfer. In

particular, radiative decay from the excited states may release

a significant fraction of the energy as radiation, reducing the

amount of heating on the gas. A change of the gas heating will

lead to changes in gas temperature and density and therefore

in the X-ray absorption.

Plasmas with similar characteristics are those created by

high-energy electron beams (Elson & Rokni, 1996; Aleksan-

drov et al., 2005) and by lithographic extreme-ultraviolet

(EUV) lasers (with photon energies of 90 eV and higher)

(Beckers et al., 2016). All of these have in common the lack of

an applied electric field and a high-energy particle beam as the

plasma source. The lack of applied electric fields prevents

efficient diffusion of charged particles towards the walls and,

if the pressure is high enough (hundreds of mbars), makes

volume recombination with diatomic ions the main electron-

loss mechanism. At lower pressures (mbar), however, diffu-

sion is still the main electron-loss mechanism.

These plasmas are usually modelled by fluid models in

which the transport equations for the particle and energy

densities are solved for given boundary conditions (Elson &

Rokni, 1996; Aleksandrov et al., 2005). The transport coeffi-

cients are calculated assuming a certain electron energy

distribution function, or creating a collisional-radiative model

for the electron population. However, these models may not

be adequate for the modelling of particles in the X-ray energy

range (keV), in which they do not behave collectively. Monte

Carlo models are typically used to simulate the synchrotron

X-rays and nuclear physics processes, for instance in PENE-

LOPE (Sempau et al., 1997; Salvat & Fern, 2015) or Geant4

(Agostinelli et al., 2003; Allison et al., 2006). They are also

used to model non-local effects in cold plasmas or in those

cases in which the mean free path is comparable with the size

of the containing vessel. The plasma in the gas attenuator

includes both high- and low-energy processes, so that using

only one of the two strategies mentioned above would be

inefficient and computationally demanding; in addition,

details of the physical processes involved would be lost.

Therefore, to model the gas attenuator processes we have

developed a hybrid model that includes analytic, Monte Carlo

and fluid sub-models, each of them describing the physics for

which they are better adapted.

The paper is organized as follows. In x2 we present the

details of the synchrotron radiation properties, in particular

those used in the present study. x3 describes the analytic and

numerical model, and the results of the model are shown in x4.

x5 includes a comparison of the global model with experi-

mental results and a discussion, before presenting the

conclusions in the final section.

2. Synchrotron radiation properties

Synchrotron radiation is produced when a relativistic electron

beam is accelerated perpendicular to its trajectory by a

magnetic field, generating a radiation beam in the forward

direction with energies of the order of keV. The properties of

the X-ray beam generated this way depend on both electron

beam energy and magnetic field configuration and strength

(Baruchel et al., 1993; Thompson & Vaughan, 2001). The most

powerful sources used today are called insertion devices (IDs),

in which the electron beam passes through an alternating

magnetic field, emitting radiation without changing the net

direction. Depending on the amplitude of the electron oscil-

lation, interference phenomena may occur. In the absence of

interference, the emitted X-ray beam has a broad, continuous

spectrum; these kinds of IDs are called wigglers. If inter-

ference occurs, however, the spectrum will consist of a series

of peaks, or harmonics, at equally spaced energy intervals;

these kind of IDs are called undulators. Both types of IDs are

usually capable of changing the strength of the magnetic field

and therefore the emitted spectrum properties; this is done by

changing the gap between the magnets that create the

magnetic field.

Wigglers and undulators are powerful X-ray sources,

capable of delivering hundreds of Watts per mm2 and a total

power of several kiloWatts. For instance, the wiggler installed

in the biomedical beamline of the ESRF delivers 19.3 kW in a

30 mm � 2 mm aperture (Requardt et al., 2013). The X-ray

source used in this study, a U18 in-vacuum undulator, can

deliver a power up to 770 W over a 2 mm� 2 mm aperture for

the most intense magnetic field (closest gap). The spectrum of

this undulator at different gaps is shown in Fig. 1 as calculated

by the Synchrotron Radiation Workshop (SRW) software

(Chubar & Elleaume, 1998). The width of the peaks can be

reduced by reducing the beam aperture; the total intensity and

power emitted is then also reduced.

The X-ray beams emitted by synchrotron sources are not

continuous but have a certain time structure, given by the

structure of the electron beam. It is usually characterized by

the ‘spread’ in time of the group of electrons, or ‘bunch’, which

is usually of a few picoseconds in length. This represents also

the time length of each individual X-ray flash. The time

between flashes changes depending on the operation mode of
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each synchrotron. At the ESRF, the most common modes

(continuous and 7/8) have 992 bunches equally spaced along

the 880 m of circumference, which results in a time between

bunches of 2.84 ns, or equivalently a frequency of 352 MHz.

Other operation modes are the 16-bunch, with 176 ns of

separation between flashes (5.68 MHz), or the 4-bunch, with

704 ns of separation (1.42 MHz). This time structure is rele-

vant because it will determine whether we can treat the X-ray

source as continuous, with the plasma reaching a stationary

state, or as pulsed, with the plasma showing correspondingly

periodic oscillations.

3. Numerical model

The numerical model of the gas attenuator is composed of

three sub-models, each one describing specific phenomena

depending on the energy of the involved species, and based on

different approaches: analytic, Monte Carlo and fluid. The

relation between the sub-models is represented in the flow

chart of Fig. 2. The initial X-ray absorption and the subsequent

Auger decay processes are calculated analytically using tabu-

lated cross sections (for the X-ray absorption) and decay

probabilities (for the Auger decay). The thermalization of the

fast electrons emitted by the previous processes is calculated

using a Monte Carlo model, which takes into account the

production of secondary electrons, ions and excited species.

The output of the Monte Carlo model is used as the plasma

source of the fluid model, which calculates the drift, diffusion,

recombination, radiative decay and heating of the different

particles, including the neutral gas. Because the changes in

density calculated by the fluid model will change the X-ray

absorption, several iterations between the sub-models are

required, in which the radial density profile of the neutral gas

obtained in the previous iteration is used to calculate the

X-ray absorption in the following one.

To simplify the calculations, the domain of the model will be

taken, at this stage, as a two-dimensional (2D) disc of 1 cm

depth, with the X-ray beam crossing the centre of the disc

perpendicular to its surface (Fig. 3). This simplification is

based on the large aspect ratio of most gas attenuators: long

cylinders of length 1–2 m and a few millimetres in radius. We

expect that the axial gradients will be negligible compared

with the radial ones, and therefore we can ignore the axial

coordinate in a first approximation. The time structure of the

X-ray beam will be taken into account in the high-energy part

of the model, simulating the absorption of a single X-ray flash

and the temporal evolution of the produced electrons. This

time information is averaged in the fluid model, in which a

continuous source is assumed.

3.1. X-ray photon absorption

The absorption of the X-ray beam is described by the Beer–

Lambert law,

dIðEÞ

dz
¼ �IðEÞ �ðEÞ �ðzÞ; ð1Þ
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Figure 2
Flow chart of the global model showing the approach used for the gas
attenuator numerical model.

Figure 3
Scheme of the simulation domain, consisting on a 2D disc perpendicular
to the beam path. The longitudinal position of the disc can be adjusted in
the model. The region of the X-ray beam is marked in red.

Figure 1
Spectra of the U18 undulator calculated with SRW (Chubar & Elleaume,
1998) for 200 mA in the storage ring and 2 mm � 2 mm beam size for
several gaps.



where I is the beam intensity at each energy, � is the total cross

section and � is the gas density. In the X-ray energy range the

dominant process is photoionization, while at higher energies

Compton scattering dominates, but with a rather small cross

section so that the gas becomes virtually transparent (Cullen et

al., 1997; Saloman et al., 1988). The resulting particles from the

photoionization are the released photoelectrons and the ions

with a vacancy in an inner shell. The number of photoelectrons

can be calculated analytically,

Ne;X E� EXð Þ ¼ N�ðEÞ
�XðEÞ

�TðEÞ

n
1� exp

�
� �TðEÞ�z

�o
; ð2Þ

where Ne;X is the number of photoelectrons emitted from the

X shell (X = K, L1, L2, L3, . . . ), EX and �X are the binding

energy and cross section of the X shell, respectively, �T is the

total cross section of the photon processes and N� is the

number of incoming photons. The initial energy of the

photoelectrons is that of the absorbed X-ray photon minus the

binding energy of the atomic shell. The integral over the

energy of the photons emitted from the X shell provides

the total number of ions produced with a vacancy in the

mentioned shell. These ions are in a highly excited state and

will decay via Auger and fluorescence mechanisms, which will

produce further high-energy electrons and also a highly

charged ion population, as detailed in x3.2.

The model calculates the amount of X-ray absorption as

well as the number of electrons and ions produced, assuming a

constant gas mass density in the X-ray beam area. Due to their

larger mass, the ions are assumed to remain stationary during

the thermalization of the electrons, i.e. they will not be

considered in the Monte Carlo model. The photoelectrons,

on the other hand, are emitted with a large kinetic energy,

following an angular distribution given by the Sauter–Gavrila

differential cross section (Gavrila, 1959), and their trajectories

need to be simulated in detail. Although the relatively high gas

pressure and neutral atom density will make the velocity

distribution rapidly become isotropic, by keeping the angular

distributions we expect our model to be valid also in cases with

a lower gas pressure and particle density.

3.2. Auger decay

The number of multiply charged ions, fluorescent photons

and Auger electrons emitted from inner-shell ions is calculated

analytically, using the emission probabilities of the complete

cascade. If the probability of having an electron of energy Ei

emitted from an ion with a vacancy in the X shell (X = K, L,

M, . . . ) is represented as PeðEi;XÞ and the total number of

ions with an X vacancy is NAr;X (obtained from the photon

absorption calculation), then the number of emitted electrons

Ne is calculated as

NeðEi Þ ¼ PeðEi;XÞNAr;X : ð3Þ

As each ion will emit several particles (electrons and photons)

during the cascade, the sum of probabilities might be higher

than 1:
P

i PðEi;XÞ 6¼ 1. A similar formula is used to calculate

the final charge state of the ions after the cascade:

NArðnþÞ ¼ PArðnþ;XÞNAr;X; ð4Þ

where PArðnþ;XÞ is the probability of an ion of initial vacancy

in X to end up with a total charge of nþ, and NArðnþÞ is the

total number of ions with that charge after the cascade. In this

case the sum of probabilities must be 1 because each ion only

increases its charge:
P

n PArðnþ;XÞ = 1.

The final charge state probabilities are reported in the

literature (Carlson et al., 1966; Abdullah et al., 2003); however,

the Auger and fluorescence emission probabilities available at

the Evaluated Atomic Data Library (EADL) (Perkins et al.,

1991b) include only the first decay of the cascade from the

inner-shell ions. We use the data on the EADL to build a

separate model (Monte Carlo) of the complete cascade similar

to the one made by Abdullah et al. (2003) and assuming that

the decay ratios are only modified proportionally to the

number of electrons in the upper shells. This way, the fluor-

escence emission probability following a transition from shells

X (upper) to Y (lower) (X, Y = K, L1, L2, L3, . . . ) is reduced by

a factor (E� V)/E, where E is the total number of electrons in

the X shell and V is the number of vacancies. In the case of

Auger emission, the probability is modified by the same factor

as well as a similar one from the shell emitting the Auger

electron. We are introducing some error by not modifying the

probabilities further; however, we expect that the current

model will be accurate enough to capture the effect of the

cascade and account for the extra charges produced in the

process. Note that this calculation is not part of the gas

attenuator model: once the probabilities of the cascade for a

given gas are known, they can be re-used for any simulation

using the same gas.

For each initial inner shell vacancy, a large number of

cascades (108) were simulated as in Abdullah et al. (2003).

The first decay of the cascade is sampled randomly among all

the possible different decays, whose sum equals 1. The

released particle type (photon or electron), its energy and the

new state of the ion is recorded. If the ion still has vacancies on

its inner shells, the process is repeated, modifying the prob-

abilities to take into account any additional vacancy in an

upper shell. The cascade stops when all the vacancies are in

the outer shells. Once the probabilities of the complete

cascades are known, they are multiplied by the total number

of inner shell ions following equations (3) and (4) to obtain the

total number and energy of Auger electrons and the total

number of relaxed, multiply charged ions. An instance of the

results of these calculations is shown in Figs. 4 and 5 for Auger

electrons and multiply charged ions, respectively, for the

following operating conditions: 200 mbar of argon, X-ray

beam of 2 mm � 2 mm and a spectrum corresponding to a

6 mm gap in a U18 undulator. The decay occurs in the region

exposed to the X-ray beam, where the absorption occurs.

These results are the output of the analytic model. The results

of the Auger electron population are further used as input for

the next model block, Monte Carlo. The transport of the

resulting fluorescent photons is not simulated; rather, it is

assumed that they reach the walls of the attenuator without

further interaction with the gas. The estimation of their effect
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was found to be negligible for the charge production (not

shown).

3.3. Monte Carlo model of the electron thermalization

3.3.1. Cross sections. The objective of the Monte Carlo

(MC) model is to simulate the thermalization of the energetic

electrons and the cascade of processes they trigger from their

initial energy down to a few eV. Due to the large energy range

of the slow-down process (from keV to a few eV), the cross

sections have been taken from two databases, the Evaluated

Electron Data Library (EEDL; Perkins et al., 1991a) and the

LXCat (Bordage et al., 2013). The EEDL is a reference

database for nuclear physics, used in PENELOPE (Sempau et

al., 1997; Salvat & Fern, 2015) and in Geant4 (Agostinelli et al.,

2003; Allison et al., 2006), and accurate from a few hundreds of

eV to the GeV range. It includes electron ionization collisions

for each subshell but only a single inelastic cross section.

LXCat, on the other hand, is a compilation of databases built

for low-temperature plasma research, to calculate reaction

rates and transport coefficients in the eV range among other

objectives. The data used here were that of the MagBolz

program (Biagi, 2015), similar to the values found in other

databases included in LXCat. It includes the excitation cross

section for every excited level but only a single ionization

cross section from the outermost shell, the only one possible

for the low-energy electrons. The problem is that, due to their

different scope, the two databases give different cross sections

in the overlapping region (Fig. 6). The solution taken here is to

use the high-energy EEDL database for electron energy

above 100 eV and LXCat for the rest. The effect of the

discontinuity in the cross sections was studied by shifting the

mentioned 100 eV threshold to 1 keV; the impact in the final

results was negligible.

The high-energy electrons also carry enough energy to

ionize multiple times an atom in a single interaction process.

While these collisions (direct multiple ionization) are less

likely than the single ionization collisions, the multiple

charged ions may play a role due to their higher sensitivity to

electric fields and to their higher internal energy with respect

to single-charged ions. The cross sections used here have been

taken from Kobayashi et al. (2002).

In addition to the electron–neutral collisions, electron–

electron (Coulomb) collisions (Takizuka & Abe, 1977;

Hussein et al., 1992) have been included in the model. Once

the first loop of the hybrid model is achieved, the electrons

simulated in the MC model may undergo Coulomb collisions

with the background electron population calculated by the

low-energy fluid model in the previous loop. Note that we are

assuming that the background electron population is not

disturbed with the arrival of the electrons of the following

pulse. The collisions between two fast electrons, i.e. between

two electrons simulated in the MC model, is neglected for now,

assuming that its number density is small compared with the

background population. This assumption will be verified

a posteriori, comparing the respective electron densities

in x4.2.

3.3.2. Energy loss and scattering angle. The scattering angle

of the electrons after a collision with an atom is sampled from

the following distribution (Verboncoeur, 2005; Vahedi &

Surendra, 1995),
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J. Synchrotron Rad. (2018). 25, 671–685 Álvaro Martı́n Ortega et al. � X-ray attenuator plasma modelling 675

Figure 5
Histogram of the multiply charged argon ions after relaxation of the
inner-shell argon ions, assuming an X-ray beam of 2 mm � 2 mm, and an
incident spectrum corresponding to a U18 undulator at 6 mm gap (Fig. 1).

Figure 6
Comparison of the electron impact cross section collected from two
databases, LXCat (Bordage et al., 2013) and EEDL (Perkins et al., 1991a),
for elastic, inelastic and ionization collisions. The different scope of each
database (eV range for LXCat, keV and higher for EEDL) results in
different results for the cross sections.

Figure 4
Histogram of the Auger electron population after relaxation of the inner-
shell argon ions, assuming an X-ray beam of 2 mm � 2 mm, and an
incident spectrum corresponding to a U18 undulator at 6 mm gap (Fig. 1).
Bin size: 100 eV.



cosð�Þ ¼
2þ E� 2ð1� EÞR

E

� �
; ð5Þ

where E is in eV and R is a random number between 0 and 1.

This distribution arises from the known elastic differential

cross section. The polar angle ’ is sampled randomly between

0 and 2�. The energy of the scattered electron depends on the

collision type. For elastic collisions it can be obtained from

classical energy and momentum conservation laws,

Ee ¼ Ee0
1�

2me

M

�
1� cosð�Þ

�� �
; ð6Þ

where Ee0
is the initial energy, Ee the final energy, and M and

me the atom and electron mass, respectively. For excitation

collisions, the energy loss is determined by

Ee ¼ Ee0
� Eexc; ð7Þ

where Eexc is the threshold energy. For ionization collisions,

the energy loss is calculated as

Ee ¼ Ee0
� Eion �

P
n En;sec; ð8Þ

where Eion is the ionization energy and En;sec is the kinetic

energy of the secondary electrons released. The latter is

calculated from the following distribution,

PðEsecÞ ¼ B tan
E0 � Eion

B

� 	
; ð9Þ

where B is an element-dependent parameter whose value for

argon is 10 (Opal et al., 1971). From this distribution one can

calculate the cumulative distribution function and invert it

to obtain the secondary electron energy from a random

sampling. The emission angle of the secondary electron is

taken as random.

3.3.3. Algorithm. The MC model is made time-dependent,

so that it is possible to study the particle populations at any

time after the initial time. The time t = 0 is chosen as the

instant when an individual X-ray pulse crosses the attenuator

and the photoionization and Auger decay takes place. The few

picoseconds of delay in the Auger decay is neglected here. The

trajectory of these electrons is then simulated in three

dimensions (3D), and the number of secondary particles

created recorded. Because we do not consider interactions

between electrons generated at the same pulse, each electron

is simulated individually before starting with the following

one.

The collisions are treated using the null collision technique

initially proposed by Skullerud (1968) and improved by

Brennan (1991). It considers a collision frequency constant

and is equal to the maximum value: f = max(N�v), where � is

the sum of the cross sections, v the electron velocity and N the

heavy particle density. This is equivalent to adding an addi-

tional collision process so that the total cross section remains

constant. The flight time � between collisions is then calculated

as

� ¼ � logð1� PÞ=f ; ð10Þ

where P is a random number between 0 and 1. The kind of

collision is obtained from a second random number sampling,

using the cumulative sum of the cross sections or, equivalently,

the partial collision frequencies. If the collision corresponds

to the null collision, the energy and direction of the particle

remains unchanged. If it is one of the ‘true’ collisions, the

energy and direction are modified as explained in the previous

section.

When an ionization collision takes place, the position,

energy and direction of the secondary electron is saved and

simulated later. The criteria to finish the simulation is a time

set manually by the user. It should be set so that at the end of

the simulation most of the electrons have an energy less than

the smallest excitation energy. Prolonging the simulation

further will result only in the diffusion of the cold electrons

towards the attenuator walls, since no electric field will

accelerate them again to higher energies. These phenomena

are the core of the fluid simulation and they are treated in the

specific part of the hybrid model, described in the following

section. Once the simulation is completed, the resulting 3D

population is projected over the radial coordinate of a

cylindrical coordinate system, and the resulting spatial and

energy distributions sent as input for the fluid model.

3.4. Fluid model

The objective of the fluid model is to calculate the steady

state of the plasma inside the gas attenuator, by taking as input

the particle source of the MC model and calculating the

solution to the transport equations for all considered plasma

species, the Poisson equation for the electric field and the heat

transfer for the gas temperature and density. For this purpose

we have used the commercial finite-element analysis software

COMSOL Multiphysics1 (COMSOL, 2017a,b). The main

output of the fluid model is the gas temperature and density

profiles as a function of the attenuator radius: its value at the

attenuator axis is used by the high-energy model to calculate

the X-ray absorption in the next iteration. The electric field

(self-consistently produced by the plasma itself) and electron

density are also used to calculate the effect of electric forces

and Coulomb collisions, respectively. Other outputs like the

power balance, plasma potential, electron temperature or

particle concentration profile will be used to better understand

the physics of the attenuator.

3.4.1. Plasma species. The chemical species considered in

the fluid model for argon gas are electrons, neutral atoms Ar,

first and second excited levels blocks Ar s and Ar p (each of

them treated as a single effective level), single and double

charged monoatomic ions Ar + and Ar ++, diatomic and tri-

atomic ions Arþ2 and Arþ3 and one excimer state Ar�2. A similar

model was developed for krypton, without considering the

triatomic ions which were found to play a negligible role in the

argon simulations. The present work details only the model

for argon.

3.4.2. Governing equations. The time-dependent electron

continuity equation solved for this problem can be written as
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@ne

@t
þ rrr � Ce ¼ Re;

Ce ¼ ��e E ne �Derrrne;

ð11Þ

where ne is the electron density, Ce is the electron particle flux

and Re is the net source term, i.e. the production and loss

terms of the electrons, which includes both the input from the

MC model and the gains and losses due to ionization and

recombination, respectively. The electron particle flux Ce is

given by the drift-diffusion relation that contains the kinetic

parameters, namely the mobility of the electrons in the

presence of the electric field E, denoted �e, and the diffusion

of the electrons due to their density gradient, denoted De.

Because of the absence of applied magnetic fields, the trans-

port coefficients are scalar quantities. An equivalent equation

is written for the electron energy conservation,

@n"
@t
þ rrr � C" þ E � Ce ¼ Q";

C" ¼ ��" E n" �D"rrrn";

ð12Þ

where n" is the electron energy density, C" is the electron

energy flux and Q" is the energy gain and loss by the electron

population, including the input from the MC module (in this

case the kinetic energy associated with the electron popula-

tion) and the energy exchanged in ionization, recombination,

elastic and inelastic collisions. The additional term E � Ce on

the left-hand side of the equation accounts for the Joule

heating (or Ohmic heating) of the electron population in the

presence of the electric field. The electron energy flux C" is

determined by the energy mobility coefficient �" and energy

diffusion coefficient D". The mean electron energy is obtained

from the solution of the two equations described above, as the

ratio between the electron particle density and the electron

energy density, �"" = ne=n". Assuming a Maxwellian electron

energy distribution function (EEDF), the electron tempera-

ture can be calculated (in energy units) as Te = ð2=3Þ �"".
An identical continuity equation can be written for the

transport of the heavy species (ions and neutral atoms) of the

plasma,

@nX

@t
þ rrr � CX ¼ RX ;

CX ¼ ��X E nX �DXrrrnX :

ð13Þ

This is equivalent to the electron continuity equation (11)

where X stands for every heavy species of the model. The

electric field only affects the charged particles, while the

neutral species are only affected by the diffusion. The reduced

mobilities of the different ion species were taken as 3.75 �

1019 V�1 m�1 s�1 for Arþ (Petrov & Ferreira, 2013), 7.0617 �

1019 for Arþþ (Bogaerts & Gijbels, 1999) and 4.4871� 1019 for

Arþ2 and Arþ3 (Petrov & Ferreira, 2013). The diffusion coef-

ficient of the ions was calculated from the mobility using the

Einstein relation, D = �kBT=q, where kB is the Boltzmann

constant, q the ion charge and T the gas temperature. The

reduced diffusion coefficient of the neutral species was taken

as a constant value equal to 3.54 � 1018 m�1 s�1 (Bogaerts &

Gijbels, 1999). The total number of heavy species particles and

the gas mass density are related to each other, so that if the gas

pressure is one of the input parameters, as it is in our case, one

of the continuity equations must be dropped and replaced by

the ideal gas law. This way the total number of heavy species

particles in the system is adjusted to obtain the imposed gas

pressure. In our case we replaced the neutral gas transport

equation by the ideal gas law,

p ¼ nRT; ð14Þ

where R is the ideal gas constant, n the number density and

p the gas pressure. Only one equation is written for the heat

transfer of all the heavy species considered (ions and excited

states), assuming that because of their similar masses the

energy exchange between them is efficient and leads to a

single energy distribution. This distribution is characterized by

a gas temperature T calculated from the heat equation,

�Cp

@T

@t
� rrr krrrTð Þ ¼ Qgas; ð15Þ

where Cp is the heat capacity at constant pressure, k is the

thermal conductivity and Qgas is the heat source term,

including heating by elastic collisions with electrons, and

heating and cooling by chemical reactions. The heat conduc-

tivity and heat capacity were chosen as those of argon gas

(Bich et al., 1990), as it was assumed that the effect of other

heavy species in the heat transport would be negligible.

The electric field E = �rrrV is obtained via the electric

potential V, which is in turn calculated solving the Poisson

equation

r
2V ¼

�q

"0

; ð16Þ

where "0 is the vacuum permittivity constant and �q is the net

charge density. Note that because of the absence of an applied

voltage the resulting electric field will correspond to the

ambipolar electric field, except near the attenuator wall where

a sheath develops.

Boundary conditions. The simulation domain is a 2D

azimuthally symmetric slice of the attenuator; the gradients

and fluxes written above are in this case a function only of the

radial position. The boundary conditions at the centre of the

domain are the same for all the equations and dictated by the

symmetry of the problem: the derivative of every variable

must be zero,

@X

@r






r¼ 0

¼ 0; ð17Þ

where X is the variable considered. The boundary conditions

at the wall of the attenuator correspond to those of an

absorbent material, i.e. any electron, ion and excited species

reaching the wall will be absorbed by it. Their energy is

accounted for as transmitted to the wall and in the case of

heavy particles (ion, excited states) they are re-injected in the

gas phase as neutral ground-state atoms. The absence of an

applied electric field means that the only field facing the
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attenuator wall is the sheath field; we assume that it is small so

that secondary electron emission induced by the ions striking

the wall is negligible. This assumption is verified a posteriori

in x4.2. The boundary condition at the wall can be written as

Xðr ¼ RÞ ¼ 0: ð18Þ

The only exception concerns the gas temperature at the wall.

Indeed, as the wall is water-cooled and kept at a constant

temperature of 300 K, the neutral gas atoms are assumed to be

in thermal equilibrium with the wall. Therefore, according to

the ideal gas law, the density of neutral ground-state atoms

remains at a value given by nwall = p=RTwall.

3.4.3. Reactions. The reactions included in the argon gas

model are shown in Table 1. They include electron collision

cross sections, recombination of electrons via three-body

processes and with diatomic and triatomic ions, conversion

from atomic to molecular ions, excimer production and

radiative deexcitation of excited species.

The reaction rates of the electron-impact reactions were

calculated as a function of the mean electron energy by using

the program BOLSIG+ (Hagelaar & Pitchford, 2005) and

cross sections obtained from the Biagi database on LXCat

(Biagi, 2015), assuming a Maxwellian EEDF for the transport

coefficients. The recombination reactions are not usually given

with a cross section but rather as a reaction coefficient, a

function of gas and electron temperature (Mehr & Biondi,

1968; Biberman et al., 1987). This temperature-dependent

coefficient is also found for heavy species reactions like the

molecular ion formation (Chen, 1969). Coefficients with gas

and electron temperature dependence have been used when

available to account for the thermal gradients expected in

the gas.

The radiative deexcitations coefficients are of extreme

importance because the power emitted in this way will reach

the attenuator walls without heating either the electrons or the

gas. The lifetime of the Ar p effective level has been taken

directly from the literature (Wiese & Martin, 1980), as well as

for the Ar�2 excimer state (Neeser et al., 1997). However, for

the Ar s states the mixture between resonant and metastable

states at high pressure requires taking into account the

exchange between levels due to electron collisions (Carbone

et al., 2013) and the radiation trapping of the emitted UV
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Table 1
List of reactions included in the argon fluid model.

# Reaction Reaction coefficient Reference

Electron-impact reactions (cross sections)
1 e + Ar! e + Ar

LXCat and BOLSIG+ Biagi (2015), Hagelaar & Pitchford (2005)

2 e + Ar! e + Ar s

3 e + Ar! e + Ar p

4 e + Ar s
! e + Ar

5 e + Ar p
! e + Ar

6 e + Ar! 2e + Ar +

7 e + Ar s
! 2e + Ar +

8 e + Ar p
! 2e + Ar +

9 e + Ar s
! e + Ar p

10 e + Ar p
! e + Ar s

11 e + Ar s
2 ! 2e + Arþ2 Cross section and BOLSIG+ Vriens & Smeets (1980), Petrov & Ferreira (2013)

Recombination reactions
12 e + Arþ2 ! Ar + Ar p 8.5 � 10�7 (Te [K]/300)�0.67(T [K]/300)�0.58 cm3 s�1 Mehr & Biondi (1968)
13 2e + Arþ2 ! e + Ar + Ar p 5.4 � 10�27 Te [eV]�4.5 cm6 s�1 Biberman et al. (1987)
14 e + Ar + Arþ2 ! 2Ar + Ar p 3.7 � 10�29 Te [eV]�1.5 T [K]�1 cm6 s�1 Biberman et al. (1987)
15 2e + Ar +

! e + Ar p 5.4 � 10�27 Te [eV]�4.5 cm6 s�1 Biberman et al. (1987)
16 e + Ar + Ar +

! Ar + Ar p 3.7 � 10�29 Te [eV]�1.5 T [K]�1 cm6 s�1 Biberman et al. (1987)
17 e + Arþ3 ! 2Ar + Ar p 1.6 � 10�7 Te [eV]�0.54 cm3 s�1 Elson & Rokni (1996)
18 2e + Arþ3 ! e + Ar + Ar s

2 5.4 � 10�27 Te [eV]�4.5 cm6 s�1 Biberman et al. (1987)
19 e + Ar + Arþ3 ! 2Ar + Ar s

2 3.7 � 10�27 Te [eV]�1.5 T [K]�1 cm6 s�1 Biberman et al. (1987)

Heavy species reactions
20 2Ar s

! e + Ar + Ar + 5 � 10�10 cm3 s�1 Elson & Rokni (1996)
21 Ar s + Ar p

! e + Ar + Ar + 5 � 10�10 cm3 s�1 Elson & Rokni (1996)
22 2Ar p

! e + Ar + Ar + 5 � 10�10 cm3 s�1 Elson & Rokni (1996)
23 2Ar s

! e + Arþ2 5 � 10�10 cm3 s�1 Elson & Rokni (1996)
24 2Ar + Ar +

! Ar + Arþ2 9.4 � 10�33 T [K]�0.27 cm6 s�1 Chen (1969)
25 Ar s + Ar! 2Ar 3 � 10�21 cm3 s�1

26 Ar p + Ar! Ar s + Ar 5 � 10�11 cm3 s�1 Chang & Setser (1978)
27 Ar p + 2Ar! Ar s + 2Ar 5 � 10�32 cm6 s�1 Chang & Setser (1978)
28 Ar s + 2Ar! Ar s

2 + Ar 10�32 cm6 s�1 Oka et al. (1979)
29 2Ar + Arþ2 ! Ar + Arþ3 6.96 � 10�32 (T [K]/298)�0.47 cm6 s�1 Turner & Conway (1979)
30 Ar + Arþ3 ! 2Ar + Arþ2 8.65 � 10�12 (T [K]/298)�0.73 cm3 s�1 Turner & Conway (1979)
31 Ar + Ar +2

! 2Ar + 4.1 � 10�13 cm3 s�1 Howorka (1977)

Radiative decays
32 Ar s

! Ar + h	 6.25 � 106 s�1 Wiese & Martin (1980)
33 Ar p

! Ar s + h	 3.76 � 108 s�1 Wiese & Martin (1980)
34 Ar s

2 ! 2Ar + h	 3.5 � 105 s�1 Neeser et al. (1997)



photons (Mills & Hieftje, 1984). These effects can be

approximated by a longer effective lifetime of the Ar s level

block, which in our case is of the order of microseconds.

The largest possible number of reactions was included in the

model to make it as general as possible. Many reactions will

play only a secondary role in the particle and energy densities

and could be removed from the simulation without effecting

the final result. However, this balance is only verifiable

a posteriori and valid only for a specific set of input para-

meters, like range of gas pressure or of power absorption. By

including a rich kinetics we expect to be able to use the same

model for a wider range of working conditions.

4. Modelling results

The described model was used to simulate the X-ray absorp-

tion by a gas attenuator of 18 mm radius, 55 cm length and

200 mbar of pressure. The incoming X-ray beam had the

characteristics of the U18 undulator with 6 mm gap (Fig. 1)

and 2 mm � 2 mm size, and the total power carried by the

beam was of 770 W. The simulation parameters were chosen

equal to those used in an experimental study of a gas

attenuator (Martı́n Ortega et al., 2017). The 2D simulation was

performed at several Z positions along the attenuator; the

results shown in this section correspond to the position of

z = 0, with the incoming X-ray beam not attenuated by any

previous volume of gas. First we will show the output of the

MC model, to study the temporal evolution of the electron

population generated after the arrival of an X-ray flash, to

verify whether we can treat the plasma source in the fluid

model as continuous or pulsed. The results of the fluid model

will be shown later, including the final gas temperature and

density and a power balance between the different processes

involved. The results of both MC and fluid models are taken

from the last iteration of the simulation loop, when conver-

gence is already achieved.

4.1. Electron thermalization

The evolution of the electron energy distribution function is

shown in Fig. 7 for several time delays after the arrival of the

simulated X-ray pulse. The photoionization and Auger decay

are assumed to occur instantaneously and simultaneously. One

can observe that the electron population grows significantly

during the first 0.5 ns; after that time the number of electrons

at energies below 2 eV keeps growing, while the population at

higher energies decreases. The depletion of the electron

population is especially relevant for energies above 11 eV,

corresponding roughly to the lowest excitation energy of the

first excited state (effective block Ar s). This means that after

around 5 ns (for this particular pressure of 200 mbar) virtually

all the electron-heavy species collisions become elastic, and

only a redistribution of the energy will occur. This is also the

reason for not continuing the MC simulation any further: the

diffusion and thermalization of electrons at this pressure will

take too long to simulate with this technique, while it can be

efficiently simulated by a fluid model without losing any

information or the effects of fast electrons that we see have

already disappeared. Also, the fluid model simulates the losses

of electrons in the bulk of the plasma by electron–ion

recombination, which happens only at low electron energy,

and this has not been included in the MC model.

The increase of the electron population during the first

nanosecond can also be seen in the spatial distribution of the

electrons (Fig. 8). The density increases sharply in the area

exposed to the X-ray beam (grey region in Fig. 8), while

diffusing only slowly towards the attenuator walls. After the

first nanosecond the increase stops and only diffusion governs

the electron distribution; 5 ns after the X-ray absorption the

density in the central region has started to decrease (the

maximum electron density at 1 ns is higher than at 5 ns). This

tendency can be clearly seen by comparing the total number of

electrons in the simulation (Fig. 9): the number of electrons

stays almost constant after 1 ns, illustrating a saturation of the

number of new electrons produced by ionization cascades,

in line with their low energy. In subsequent simulations, the

simulation time will be chosen so that at the end of this time
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Figure 7
Histogram of the simulated electron population energy distribution at
different simulation times after the arrival of an X-ray flash. The plot only
shows the low-energy electrons (< 20 eV). Simulation for 200 mbar Ar,
2 mm � 2 mm beam size, U18 undulator spectrum (see Fig. 1). Bin size:
0.1 eV.

Figure 8
Histogram of the simulated electron population spatial distribution at
different MC simulation times after the arrival of an X-ray flash. The grey
area represents the area exposed to the X-ray beam. Simulation for
200 mbar Ar, 2 mm � 2 mm beam size, U18 undulator spectrum (see
Fig. 1). Bin size: 0.1 mm.



most of the electrons have an energy lower than the ionization

energy and no growth of their population occurs afterwards.

The resulting output is then used as input to the fluid model to

obtain the steady state of the attenuator.

The time scale in which all the electrons are cooled down

below the excitation threshold is of the same order of

magnitude, or even longer, than the time between X-ray

flashes (2.84 ns). Therefore, there is no significant ‘dark’

period in which the electron population may diffuse and

recombine before the next flash arrives. This indicates that, at

least for this time structure, we can treat the electron source as

continuous in the fluid model, allowing to reach a stationary

state without any periodical variations.

4.2. Fluid model results

The stationary solutions of the fluid equations were

obtained by running a time-dependent simulation for a long

simulated time (100 s), until the obtained radial profiles no

longer changed with time. The results are shown in Fig. 10

for charged particle distributions, excited-states distributions,

electric potential, electron temperature and gas temperature

and density. The absolute particle number density (Fig. 10a)
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Figure 9
Total number of electrons in the MC simulation as a function of the time
after the arrival of an X-ray flash. Simulation for 200 mbar Ar, 2 mm �
2 mm beam size, U18 undulator spectrum (see Fig. 1).

Figure 10
Outputs of the plasma simulation as a function of the radial position using the global model in 2D (see Figs. 2 and 3). The absolute and relative particle
number densities have been plotted separately to account for the change in the total gas density.



and that relative to the total number density (Fig. 10b) are

shown separately to account for the changes in the total gas

density due to the gas temperature gradient. The dominant ion

is the monoatomic ion around the axis of the attenuator

(r = 0), where the ionization degree is the highest, and the

diatomic ion closer to the wall (r > 10 mm), where the ioni-

zation degree is smaller and the heavy species reactions

dominate. The triatomic ion plays only a secondary role, with

its density being below 10% of the electron density and only

near the attenuator wall. The excited neutral species are only

present near the attenuator axis, with virtually no presence

outside this central region. The reason for this is that the

diffusion during the lifetime of the radiative excited states is so

slow that they emit the photons almost at the same location

where the excitation occurs, which is mainly in the region

where the X-ray is absorbed. The particle densities far from

the attenuator axis (r > 8 mm) are heavily affected by the

source term, which comes from the MC module, so that the

oscillations arising from the small statistics in this region result

in oscillations in the source term and the particle density. To

avoid this problem, the source terms are strongly smoothed

for r > 8 mm; this smoothing may not be necessary for lower-

pressure situations where the diffusion of particles increases

and recombination decreases.

The plasma potential (Fig. 10d) remains at a low value in all

of the volume of the attenuator, reaching a peak of �16 V

at the centre and �14 V before the sheath near the wall, at

17 mm from the centre. This corresponds to an average elec-

tric field of 1.25 V cm�1, clearly insufficient to heat the elec-

tron population but characteristic for an ambipolar field. For

example, the mean free path of the cold electrons is of the

order of 10 to 100 mm, so that the energy gain between colli-

sions is of 1.25 to 0.125 meV assuming a trajectory parallel to

the electric field. The electron temperature is correspondingly

low, with an almost constant value of �0.25 eV everywhere

except near the attenuator wall (Fig. 10c). These results are

in agreement with measurements of the electron temperature

of pulsed UV-generated plasma at mbar pressure, where the

electron population cools down to room temperature in a few

microseconds (Beckers et al., 2016). The oscillations of the

electron temperature in the plasma sheath, near the wall,

come from the small number of electrons present in this

region. The diffusion and mobility of electrons towards the

wall is increased in the sheath, and small imbalances between

the transport of electrons and electron energy leads to large

changes in the average energy per electron and electron

temperature.

Finally, the gas temperature and total mass density are

shown in Fig. 10(e). These are the key values required from

the model, since it is the gas mass density that determines the

degree of X-ray absorption, plasma source and gas heating. In

this case, the temperature at the centre reaches more than

800 K from the initial 300 K near the wall, and the density

decreases accordingly to about one-third of its value near the

attenuator wall. The gas density gradient is quite smooth, and

the variations around the centre of the attenuator are rela-

tively small. Therefore, one can use the value of the gas

density at the centre to calculate the X-ray transmission

through each particular gas slice.

We can also compare here the validity of the assumption

made of taking the X-ray beams as continuous, despite their

time structure. The total number of electrons created in one

single flash and a slice of 1 cm thickness, at the end of the

thermalization calculated by the MC model, was 6.63 �

108 cm�1, integrated in the whole 2D domain. The total

number of electrons in the steady state calculated by the fluid

model is 4.9 � 1015 cm�1, again integrated in the 2D domain.

Therefore, the electrons on a single pulse are only 1.35 � 10�7

of the steady-state ones. We see that the individual flashes will

not impact greatly on the steady state, and it is only by the

accumulation of many flashes that the stationary state is

reached. This process should be verified when using the same

model for different time structures of an X-ray beam.

4.3. Power balance

The power balance of all the processes involved is shown in

Table 2, including both the initial absorption and Auger decay,

the electron thermalization and the output of the fluid model.

We can observe that most of the power (1.78 W cm�1 out of

1.82 W cm�1) is indeed absorbed as photoionization, and it is

taken in turn by fast (photo- and Auger) electrons. The small

amount of energy carried by scattered and fluorescent X-rays

(0.08 W cm�1) is assumed to escape the gas and reach the

walls of the attenuator. The collisional cascades triggered by

the fast electrons results in the transfer of a significant amount

of energy from kinetic to potential energy in excited and

ionized atoms (1.46 W cm�1 out of 1.74 W cm�1 of the fast

electrons); the electrons still carry a significant amount of
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J. Synchrotron Rad. (2018). 25, 671–685 Álvaro Martı́n Ortega et al. � X-ray attenuator plasma modelling 681

Table 2
Power balance of the most important energy transfer channels to the wall
from the global model (Fig. 2) for 200 mbar argon gas.

Loss mechanism
Power loss
(W cm�1)

Power loss
fraction (%)

X-ray absorption Absorbed power 1.82 100
Photoionization 1.78 97.8
Scattering 0.04 2.2
Photoelectrons 1.27 69.8

Fluorescent and
Auger decay

Auger electrons 0.45 24.7
X-ray fluorescence 0.04 2.2
Potential energy (ions) 0.02 1.1
Input (fast electrons

and ions)
1.74 95.6

Slow electrons 0.27 14.8

Electron slow
down (MC)

Single ions 0.85 46.7
Multiple ions 0.11 6.1
Excited species 0.48 26.4
Elastic losses 0.03 1.6
Ar s radiation 1.05 57.7
Ar p radiation 0.23 12.6

Fluid model Ar s
2 radiation 0.01 0.05

Heating: electron collision 0.26 14.3
Heating: heavy species

reactions
0.13 7.1

Heating: total 0.40 22.0



kinetic energy (0.27 W cm�1) but it is no longer the main

energy transfer mechanism. This is also observed in the fluid

model energy transfer, where the main energy-loss mechanism

is the radiative deexcitation from both Ar s and Ar p states

(1.28 W cm�1). Note that the sum of the radiated energy is

greater than that of the excited states generated by the fast

electrons. The difference comes from the diatomic recombi-

nation, which ends up with a neutral excited atom which will

also decay emitting further radiation. All this radiation

eventually escapes the bulk of the gas without heating it,

reaching the walls of the attenuator. Only a fraction of the

initial absorbed power actually heats up the gas, both via

electron elastic collisions and via heat released on heavy

species reactions.

5. Comparison of the 3D model with experimental
results

The results obtained in the model can be compared with

experimental results on a prototype of an ESRF gas

attenuator. Details of the experimental arrangement are given

in a separate paper (Martı́n Ortega et al., 2017). However, we

briefly present here the method used. Two quantities were

measured that can be compared with the model: the spatial

distribution of the excited states of argon and the total power

absorbed by the attenuator. The distribution of Ar p states was

measured using optical emission spectroscopy (OES), and the

distribution of the Ar (1s5) metastable state by tunable laser

absorption spectroscopy (TLAS). Both techniques were

performed at a single longitudinal position at 120 mm from the

entrance of the attentuator, in two separate experimental

campaigns. Simultaneously to both OES and TLAS, the

absorbed X-ray power was measured using two independent

techniques: (i) the calorimetry of the incident and transmitted

X-ray beam, and (ii) the X-ray absorption at a selected energy,

from which the gas density and therefore the absorption of the

complete spectrum can be calculated.

5.1. Excited-states profile

The excited-states radial distribution obtained from the

model is compared with those obtained experimentally

in Fig. 11. The longitudinal position along the attenuator of the

modelled slice has a negligible impact on the excited-species

profile and only affects their absolute value. Because the

measurements of the Ar p levels only yield relative values, all

the profiles have been normalized to its maximum value.

The absolute values of Ar s obtained experimentally could be

compared directly with those of the model; however, they are

highly dependent on the effective deexcitation rate, which is

set manually to an approximate value in the model. Differ-

ences as large as three orders of magnitude (from 10�8 to

10�6 s�1) on this deexcitation rate do not affect the excited-

states profile or any other output of the model, showing that

the profile depends only on the source term obtained from the

MC model. Hence, the profile and the absolute value of the

excited states are actually independent.

Both experimentally measured excited-state densities show

a very similar profile, which has the same characteristics as

that obtained in the model: a central peak around the X-ray

beam path which decays quickly outside this region to a low

value, which extends down to the attenuator wall. The profile

of Ar s is slightly broader than that of Ar p in both experiment

and model. This general trend is also reproduced in the model,

although the decay is much faster and the density in the wings

much lower than in the experiment. This characteristic is

common to all the cases studied, which indicates that some

mechanisms exciting the neutral atoms of the gas have not

been taken into account in the model. For instance, a possible

missing mechanism is the interaction of fluorescent and scat-

tered X-rays within the gas; however, they carry a very small

fraction of the power and their interaction probability before

reaching the walls is small, so that it is unlikely that this is

the cause. A more likely reason is a longer range of the fast

electrons, so that the region in which they excite and ionize

atoms before thermalizing is larger than simulated. A different

EEDF could increase the diffusion of cold electrons,

increasing its density further away from the attenuator axis

and creating more argon excited states there. Finally, the

resonant photon transport is simplified by assuming a longer

lifetime; the actual transport may affect the spatial profile of

the Ar s states in a manner not taken into account in the

model.

5.2. Total power absorption (3D model)

To be able to compare directly the model with experimental

results, we need to go from the 2D model to the 3D attenuator.

In principle, one could do this by simulating adjacent 2D slices,

the X-ray input of each slice being the output of the previous

one. However, this would require a large number of simula-

tions. Instead, one could consider that the changes in gas

density and temperature will be gradual along the beam axis,

and characterized by a much smaller gradient compared with

the radial profiles. Therefore, it would be possible to simulate

only a limited set of 2D slices and interpolate between them.
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Figure 11
OES profile, TLAS profile and simulated excited-states profiles for
200 mbar argon, an X-ray source from a U18 undulator at 6 mm and a
beam size of 2 mm � 2 mm. The profiles have been normalized to their
respective maximum values. The grey area represents the region exposed
to the X-ray beam.



The problem is that to simulate a slice of gas attenuator at a

distance z of the entrance we have to know the mass of gas in

front of this slice,
R
�ðzÞ dz, to calculate the incident X-ray

beam Iin;z to the simulated slice,

Iin;zðEÞ ¼ I0ðEÞ exp ��ðEÞ
Rz
0

�ðzÞ dz

� �
: ð19Þ

At this stage, that mass is still unknown because we need to

interpolate the density between the entrance and the simu-

lated slice. But it is not the density that determines the

absorption and therefore the incident beam but rather the

total amount of mass. Therefore, we could have the same

incident beam with a different gas density in front of the

simulated slice by just changing the position of the slice. In

particular, we could make the simulation assuming a constant

density �0 and a position z0; these values are just taken as

auxiliaries. Once the actual density �ðzÞ of the simulation is

obtained, we can recalculate the corresponding z position,

Rz
0

�ðzÞ dz ¼ �0 z0: ð20Þ

This is represented graphically in Fig. 12, where the red line

represents the initial positions assuming 200 mbar of pressure

and 300 K and the blue line the recalculated positions with the

density obtained from the simulation. The number and posi-

tion of the initial slices should be specified in each case to take

into account the larger gradients that may appear in the

frontal part of the attenuator; for instance, larger pressure

means larger absorption and likely larger gradients than in the

case of lower pressure, where the absorption and the gradients

might be smaller.

The proposed model was applied to the experimental

conditions described in a separate paper (Martı́n Ortega et al.,

2017), in particular to the cases with 200 mbar of initial

pressure. The attenuator was considered as a cylinder of

length 50.8 cm and radius 18 mm; the protruding ports and

flanges carrying the gas feeding and pumping systems, the

optical measurement ports and the details of the ends of the

gas chamber were not considered in the model. The results of

the total absorbed power and of the error relative to the

measured absorbed power are shown in Fig. 13. The error bars

in the experimental power absorption correspond to around

10% of its total value. The simulated power absorption was

found to be lower than the experimentally measured one, with

a difference between 10 and 22% of the absorbed power. A

lower power absorption than measured means an average gas

density also lower than in reality, and therefore a higher gas

temperature. The outcome is that the gas is heated more

efficiently in the simulation than in reality, or that the cooling

is less efficient.

There are several reasons for which the gas temperature

obtained in the model may be higher (and the power

absorption lower) than the measured one. In the first place,

the flanges and especially the water-cooled attenuator

windows have not been modelled; they may absorb part of the

heating and reduce the gas temperature in the surrounding

area. Secondly, the EEDF may be non-Maxwellian. This

would affect both the electron–ion recombination rate and the

electron–neutral collision frequency, which accounts for an

important fraction of the heating power; a change in these

values could lead to changes in the gas temperature. An

additional effect of a non-Maxwellian EEDF is a change in the

electron transport, which in turn may extend the size of the
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Figure 12
Position of the simulated 1 cm slices assuming constant, room-
temperature mass density (continuous line) and interpolating the mass
density obtained with the simulation (dashed line). The grey areas have
equal size, therefore providing the same X-ray absorption before the
second simulated point. The simulation parameters were 200 mbar of
argon gas, 18 mm of attenuator radius and X-ray spectrum corresponding
to a U18 undulator with 2 mm � 2 mm beam size.

Figure 13
Power absorption measured experimentally and predicted by the model (a) and relative error of the model prediction (b) versus incident X-ray power,
for 200 mbar argon gas. The source was a U18 undulator using different gaps and beam sizes.



heated region, again changing the gas temperature. Finally,

dynamical turbulence or instabilities in the gas and plasma

would enhance the heat transfer towards the walls, reducing

the gas temperature and increasing the density and power

absorption. This work has focused on the stationary state and

properties of the plasma; a dynamical measurement of its

properties could provide an insight into these additional

cooling mechanisms.

6. Conclusions

A hybrid model of the gas attenuator combining the analytical

description of the high-energy synchrotron radiation absorp-

tion, the MC model of the fast photoelectrons and the fluid

model of the diffusive plasma has been developed. The high-

energy and MC models simulate the X-ray absorption, ion

deexcitation and fast electron thermalization, giving as output

the slowed-down electron population together with the

number of ions and excited species created. According to this

model, the fast electrons created after the X-ray absorption

thermalize within a few nanoseconds in a region only slightly

larger (1–2 mm larger radius) than the X-ray beam cross

section. This electron population is taken as input by the fluid

model, which solved the diffusion and recombination of ions

and electrons, the decay of excited species and the heating of

the gas. The resulting plasma was confined around the X-ray

beam, recombining in the bulk of the gas with the diatomic ion

of argon, Arþ2 . The plasma potential was found to be low

(�15 V) due to the absence of applied electric fields. The

electron temperature was also found to be rather low, around

0.2 to 0.3 eV, in agreement with other studies in plasmas

created by EUV laser pulses. The gas temperature and density

also exhibited large radial gradients, with the temperature

being as high as 850 K for 182 W of absorbed power and the

density around one-third of that next to the cooled walls.

This hybrid model is able to reproduce the increase of the

absorbed power with the input power, with an error contained

between 10 and 20% of lower absorption than in the experi-

ment for the studied cases. Also, it is able to reproduce the

confinement of the excited species due to the high pressure,

with the excited-species profile being somewhat narrower in

the model than in the experiment. Overall, the model has been

able to reproduce correctly the type of plasma present in the

gas attenuator, with the small differences coming possibly

from the necessary simplifications made regarding the EEDF

or the geometry of the system. This work has focused on the

stationary state and properties of the plasma; a dynamical

measurement of its properties could provide an insight into

additional cooling mechanisms.

The modelling approach developed in this paper can be

applied directly to existing gas attenuators to predict the

absorption for current and future working conditions,

enabling a more efficient operation by reducing the commis-

sioning time determining the power absorption and trans-

mission of the attenuator. It can also be applied to the design

of future attenuators, by simulating different geometries and

helping to determine which one will be better adapted to the

given physical and technological constrains. This includes not

only attenuators for synchrotron beamlines but also attenua-

tors for X-ray free-electron lasers, in which the time-averaged

emitted power has a similar value. In this case, the model

should be modified to take into account the different time

structure of these sources. In particular, equations (11)–(16) of

the fluid model should be modified to include the time deri-

vatives of the variables involved, and the source of plasma

species obtained from the MC model should not be treated

as stationary but should reproduce the time structure of

the incident X-ray beam. The main consequence is that the

gas might cool down significantly in the inter-pulse interval,

increasing the gas density with respect to that of the stationary

state and therefore the X-ray absorption. However, as the

essential physical processes described in this model would

remain the same, the present model is a solid basis for further

developments.
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Carbone, E. A. D., Hübner, S., van der Mullen, J. J., Kroesen, G. M. W.

& Sadeghi, N. (2013). J. Phys. D, 46, 415202.
Carlson, T. A., Hunt, W. E. & Krause, M. O. (1966). Phys. Rev. 151,

41.
Chang, R. S. F. & Setser, D. W. (1978). J. Chem. Phys. 69, 3885–3897.
Chen, C. J. (1969). Phys. Rev. 177, 245–254.
Chubar, O. & Elleaume, P. (1998). Proceedings of the Sixth European

Particle Accelerator Conference (EPAC’98), pp. 1177–1179.
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