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Direct metrology of coherent short-wavelength beamlines is important for obtaining operational beam characteristics at the experimental site. However, since beam-time limitation imposes fast metrology procedures, a multiparametric metrology from as low as a single shot is desirable. Here a twodimensional (2D) procedure based on high-resolution Fresnel diffraction analysis is discussed and applied, which allowed an efficient and detailed beamline characterization at the SACLA XFEL. So far, the potential of Fresnel diffraction for beamline metrology has not been fully exploited because its highfrequency fringes could be only partly resolved with ordinary pixel-limited detectors. Using the high-spatial-frequency imaging capability of an irradiated LiF crystal, 2D information of the coherence degree, beam divergence and beam quality factor $M^{2}$ were retrieved from simple diffraction patterns. The developed beam metrology was validated with a laboratory reference laser, and then successfully applied at a beamline facility, in agreement with the source specifications.

## 1. Introduction

In the last decade, many coherent beamlines, in soft and hard X-ray domains, e.g. SACLA in Japan, LCLS in the USA, FLASH in Germany, FERMI in Italy, etc., have given access to new investigation opportunities in fields such as material processing (Chapman et al., 2006; Milathianaki et al., 2013), biological imaging (Seibert et al., 2011; Chapman et al., 2011), laboratory astrophysics (Savin et al., 2012), high-energydensity plasmas (Inogamov et al., 2011; Beye et al., 2013; Rudek et al., 2012), etc. The success in all the above-mentioned fields depended, strictly, on the characteristics of the beam at the experimental site. At fourth-generation synchrotrons [X-ray free-electron lasers (XFELs)], for instance, all nominal beam parameters, such as the coherence length, collimation, brightness and space or time stability (David et al., 2011; Ishikawa et al., 2012; Tono et al., 2013a; Boutet \& Williams, 2010), are so unique in comparison with any other source for spectrometry and imaging (Bleiner \& Ruiz-Lopez, 2014; Bleiner et al., 2005). For comparison, the spatial coherence length in table-top laser-plasma-driven X-ray lasers (Bleiner et al., 2011, 2014) is as low as $10 \mu \mathrm{~m}$ (Ruiz-Lopez \& Bleiner, 2014), whereas XFELs typically achieve spatial coherence
lengths of hundreds of micrometers and up to millimeters (Singer et al., 2008; Gutt et al., 2012). However, beamlines are complex machines, where metrology on the pointing stability, spatial coherence and divergence are important in order to verify that the unique specifications are confirmed at the experimental end-station.

Limited beam-time, however, demands fast beam metrology methods. Several fast beamline-metrology methods have been developed to monitor X-ray beams. For instance, the spatial coherence length may be measured with a grating interferometer, using the Talbot effect or other interferometric techniques such as the Moiré effect (Yang et al., 2000). These techniques are single-shot, which allows investigation of the wavefront in each individual pulse (Kayser et al., 2016). With them, one obtains information about the wavefront radius of the synchrotron radiation (Diaz et al., 2010). Others have measured the spatial coherence using ptychographic imaging, which allows simultaneous characterization of aberrations in the X-ray focusing optics (Ditmire et al., 1996).

The most popular metrology, however, is the double-slit technique (Ditmire et al., 1996; Liu et al., 2006; Ruiz-Lopez \& Bleiner, 2014). Indeed, this diagnostic has intrinsic advantages such as: (i) the elimination of complex optical instrumentation and related aberrations, and (ii) rapid in situ readout. The technique consists of illuminating a field stop with two parallel one-dimensional cuts using a short-wavelength beam and observing the diffraction pattern. The double slit produces a Fraunhofer diffraction pattern in the far-field (FF), where a CCD camera can record the data. The main advantage of this technique is that the visibility, or contrast, of the fringes in the diffraction pattern has a straightforward correlation with the spatial coherence of the source. Kohn et al. (2000) proposed an advanced approach, which analyzes the Fresnel diffraction pattern produced in the near-field (NF). This procedure permits obtaining information about the spatial coherence length as well as the source size simultaneously, and has been validated at the Pohang Light Source II synchrotron (Park et al., 2014). The results showed excellent agreement with other state-of-the-art beam metrology techniques.

However, all the methods discussed so far have a common drawback in that they are limited to one parameter per test. Furthermore, it is necessary to rotate the measurement frame in order to obtain information about horizontal and vertical orientations of the full beam cross-section. In fact, it is well known that the coherence, the beam quality, the beam collimation, the pointing stability, etc. of an accelerator-based light source may be different in the horizontal (in-plane acceleration) and vertical directions (Kayser et al., 2016; Tono et al., 2013a). Again, in order to obtain information about the coherence degree, beam divergence, beam quality factor $M^{2}$, pointing stability, etc., several individual measurements have to be made. A full-characterization metrology on a single-shot basis, at the short-wavelength of operation of the advanced beamlines, is thus highly desirable.

The aim of this work was to develop and validate a fullcharacterization metrology for coherent beamlines. This multi-parametric advanced analytical technique was possible
thanks to LiF detectors, providing in the NF detailed Fresnel patterns. Results were validated with a reference table-top laser in the visible spectral range, and it was successfully applied to the SACLA XFEL beamline in the hard X-ray regime. The discussed method is accurate, single-shot, realised using ordinary and compact equipment and could be widely used for characterization and optimization of different coherent soft and hard X-ray sources.

It should be stressed that our high-resolution Fresnel diffraction analysis (HR-FDA) using a rectangular field mask (here called 'probe-mask' or simply 'mask') has a twodimensional (2D) metrology advantage that has so far not been accomplished. This is because Fresnel diffraction leads to a fine-structured pattern, which an ordinary low spatial-resolution detector smears out, thereby losing much of the valuable detailed information about the incoming beam. The ideal detector for that is based on LiF crystals or thin films. XUVirradiated LiF hosts stable color centers, which can be used for imaging purposes (Baldacchini et al., 2005). The principle of operation of a LiF crystal is simple. As a first step the crystal is exposed to the X-ray radiation, which generates color centers. LiF has an absorption band from 440 to 480 nm . It hosts a photo-emission band (photo-fluorescense) in the visible spectral range, which allows readout of the images using commercial microscopes such as confocal fluorescence microscopes.

The main advantages of LiF detectors for our application are: (i) LiF can acquire high-spatial-frequency images, with resolution smaller than $1 \mu \mathrm{~m}$ (Baldacchini et al., 2005), and (ii) LiF crystals have been demonstrated to work successfully as an X-ray detector (Heidari Bateni et al., 2013; Bonfigli et al., 2013) for measurements of VUV FEL (Pikuz et al., 2012, 2013) and XFEL beams structures (Pikuz et al., 2015). The combination of LiF technology with Fresnel diffraction beam metrology is fundamental for capturing the tiniest fringes.

The structure of this paper is as follows. In §2, we discuss the theoretical background of the HR-FDA. The experimental procedure is explained in $\S 3$. The results of the experimental validation realised with a visible table-top laser are given in $\S 4.1$. A detailed report of the experimental results obtained on the XFEL at SACLA is shown in $\S 4.2$. The results include information on the divergence, pointing stability, coherence length, virtual source size and position, and $M^{2}$ factor. A comparison of the HR-FDA versus other metrologies is given in §5.

## 2. Concept of the HR-FDA beamline metrology

X-ray diffraction, after illuminating the probe-mask, is described by the Kirchhoff integral as follows:

$$
\begin{equation*}
E(x, y)=\frac{1}{i \lambda z} \iint_{-\infty}^{\infty} \exp (2 i \pi r / \lambda) O(x, y) \mathrm{d} x \mathrm{~d} y \tag{1}
\end{equation*}
$$

where $E(x, y)$ is the field amplitude in the image plane, $O(x, y)$ defines the shape and dimensions of the probe-mask object
(here a simple 2 D rectangular window), $z$ is the distance between the object and the detector, $\lambda$ is the illumination wavelength and $r$ is the distance between a point $P$ in the object plane and the corresponding point $P^{\prime}$ in the image plane. Fresnel and Fraunhofer diffraction integrals are approximations of the Kirchhoff integral for the NF and far-field (FF), respectively. The Fresnel approximation is applicable if and only if the following relation is valid:

$$
\begin{equation*}
r \approx 1+\frac{1}{2 z}\left[\left(x_{0}-x\right)^{2}+\left(y_{0}-y\right)^{2}\right] \tag{2}
\end{equation*}
$$

where $x_{0}$ and $y_{0}$ are the coordinates on the detector plane. Applying the Fresnel approximation to the Kirchhoff's integral, one obtains:

$$
\begin{align*}
E_{\mathrm{NF}}(x, y)= & \frac{\exp (2 i \pi z / \lambda)}{i \lambda z} \iint_{-\infty}^{\infty} \exp \{(i \pi / \lambda z) \\
& \left.\times\left[\left(x_{0}-x\right)^{2}+\left(y_{0}-y\right)^{2}\right]\right\} O(x, y) \mathrm{d} x \mathrm{~d} y \tag{3}
\end{align*}
$$

From (3), since one measures $E_{\mathrm{NF}}(x, y)$, while $O(x, y)$ is known, information about the beam-propagation is retrieved. However, on the detector, it is the intensity $I$, not the field $E$, that is measured. For the specific case of the rectangular mask aperture, such as the one used in HR-FDA metrology, the intensity is defined as follows (Abedin et al., 2007):

$$
\begin{align*}
I_{\mathrm{NF}}= & \left(I_{0} / 4\right)\left[C\left(\beta_{2}\right)-C\left(\beta_{1}\right)\right]^{2} \\
& +\left[S\left(\beta_{2}\right)-S\left(\beta_{1}\right)\right]^{2}\left[C\left(\beta_{4}\right)-C\left(\beta_{3}\right)\right]^{2} \\
& +\left[S\left(\beta_{4} v\right)-S\left(\beta_{3} v\right) v\right]^{2}, \tag{4}
\end{align*}
$$

where $I_{0}$ is the input intensity before the diffraction and $C(\beta)$ and $S(\beta)$ are operating coefficients of the $\cos$ and $\sin$ components, as follows:

$$
C(\beta)=\int_{0}^{\beta} \cos (\pi a / 2) \mathrm{d} a, \quad S(\beta)=\int_{0}^{\beta} \sin (\pi a / 2) \mathrm{d} a,
$$

where $a$ is the mask dimension. $\beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}$, the limits of the integration, depend on the mask dimensions ( $a_{x}$ and $a_{y}$ ) and are defined as

$$
\begin{array}{ll}
\beta_{1}=\sqrt{2 / z \lambda}\left(x+a_{x}\right), & \beta_{2}=\sqrt{2 / z \lambda}\left(x-a_{x}\right) \\
\beta_{3}=\sqrt{2 / z \lambda}\left(x+a_{y}\right), & \beta_{4}=\sqrt{2 / z \lambda}\left(x-a_{y}\right)
\end{array}
$$

On the other hand, the Fraunhofer approximation, in the FF, requires a larger $z$ distance and can be expressed as $r \approx z$. The Fraunhofer approximation is thus only valid if

$$
\begin{equation*}
r \approx z \gg(\pi / \lambda)\left(x_{0}^{2}+y_{0}^{2}\right)_{\max } \tag{5}
\end{equation*}
$$

where the subscript 'max' refers to the farthest coordinates with respect to the center. Using the Fraunhofer approximation, one obtains:

$$
\begin{equation*}
E_{\mathrm{FF}}(x, y)=\frac{\exp (2 \pi i z)}{i \lambda^{2} z} \exp (i \pi / \lambda z) \mathrm{FT}[O(x, y)] \tag{6}
\end{equation*}
$$

which, for the specific case of the rectangular mask aperture, turns into an intensity pattern modeled as follows:

$$
\begin{equation*}
I_{\mathrm{FF}}=I_{0}\left[\frac{\sin \left(\pi a_{x} x / z \lambda\right)}{\pi a_{x} x / z \lambda}\right]^{2}\left[\frac{\sin \left(\pi a_{y} y / z \lambda\right)}{\pi a_{y} y / z \lambda}\right]^{2} . \tag{7}
\end{equation*}
$$

Compared with the FF pattern, the NF pattern carries a quadratic phase dependence. As observed in Fig. 1(a), Fresnel diffraction produces a pattern that preserves information about the incoming beam wavefront. Then, wavefront information is linearized in the FF (Fraunhofer) diffraction (Fig. 1b). The figure shows the intensity distribution in both the horizontal and vertical direction. The high-frequency component in the Fresnel diffraction pattern is only observed with high spatial-resolution detectors such as the LiF crystal, whose 'pixels' are color centers of atomic size (the effective resolution is, however, limited by the readout technique). Fig. 1 also compares the Fresnel and the Fraunhofer pattern observed under a LiF crystal (resolution $\sim 0.3 \mu \mathrm{~m}$, limited by the readout microscope) and an ordinary CCD of

## a) Fresnel approximation


b) Fraunhofer approximation

$$
r \approx 1+\frac{1}{2 z}\left[\left(x_{0}-x\right)^{2}+\left(y_{0}-y\right)^{2}\right]
$$



Figure 1
Pattern characteristics as a function of the propagation distance between the diffraction mask and the detector. (a) In Fresnel diffraction each point carries information on the beam wavefront. (b) In Fraunhofer diffraction the signature of the beam characteristics is lost. Both patterns are observed under a LiF crystal and a CCD. The Fresnel pattern is smeared out if the pattern is detected with the CCD. However, such an effect is not observed in the Fraunhofer diffraction since the higher frequencies are far off the center of the pattern.


Figure 2
Profile of diffraction patterns of different Fresnel numbers. The color bar indicates the normalized amplitude. The number of peaks (red) at the profile can predict the Fresnel number. The Fresnel numbers of the probe-mask used in this work are marked as Mask $1\left(F_{\mathrm{h}}=6.6, F_{\mathrm{v}}=2.3\right)$, Mask $2\left(F_{\mathrm{h}}=17.8, F_{\mathrm{v}}=3.5\right)$ and Mask $3\left(F_{\mathrm{h}}=F_{\mathrm{v}}=57.8\right)$ and their pattern profiles are observed at the bottom.

In the NF, the pattern shows internal and external fringes, which carry complete information about the input wavefront. A simple analysis of the fringes highlights the fact that the Fresnel number is the number of peaks in the internal modulation. Fig. 2 shows the structure of the diffraction pattern produced by a 100 -pixel mask illuminated with a planar wavefront as a function of the Fresnel number. Calculated profiles, for the probe-masks used in this work, are shown at the bottom of Fig. 2.

The internal modulation, labeled (a) in Fig. 2, is the central region with higher amplitude than the external domains, outside the boundary peaks, labeled (b). Noticeably, for larger Fresnel numbers, typically $F>10$, spacing between the internal fringes is small, and they become indistinguishable with an ordinary detector with pixel-limited resolution. The external modulation, labeled (c), as shown in Fig. 2, demonstrates that the dynamic range of the detector must be large enough for detecting the tiny high-frequency fringes in this domain. From this point of view, the high-resolution detection of the pattern has a key enabling character. The potential of HR-FDA was not accomplished earlier because all ordinary detectors, such as radiochromic plates, CCD, CMOS, etc., suffer from high-frequency suppression (low-pass filtering) (O'Connor et al., 2008). It is crucial to implement a detector with high spatial-frequency capability, like the LiF, to enable the present advanced beamline metrology.

## 3. Experimental procedure

Fig. 3 shows a conceptual sketch of the experimental set-up, along with the main parameters retrieved using HR-FDA as a beamline metrology. Self-amplified stimulated emission (SASE) occurs about the virtual source position $L_{\mathrm{s}}=0$ over a Rayleigh length-scale $L_{\text {Rayleigh }}$. The beam freely propagates along $L_{\mathrm{s}}$, until it meets the probe-mask and diffracts. The diffraction of the probe-mask was monitored at the distance
$13 \mu \mathrm{~m}$ pixel $^{-1}$. The Fresnel pattern is indeed smeared out if the pattern is detected with the CCD. However, such an effect is not relevant in Fraunhofer diffraction.

To define the characteristic observation distance of the Fresnel diffraction pattern, i.e. such that the probe-mask is located in the NF, the Fresnel number $F_{\mathrm{N}}$ must be much greater than unity, namely:

$$
\begin{equation*}
F_{\mathrm{N}}(x, y)=a_{x, y}^{2} / L_{\mathrm{d}} \lambda \gg 1 \tag{8}
\end{equation*}
$$

where $a$ is the size of the probe-mask (with respect to the horizontal or vertical dimension), $L_{\mathrm{d}}$ is the distance between the probe-mask and the detector, and $\lambda$ is the illumination wavelength.


Figure 3
Conceptual sketch of the set-up used for the beam metrology experiments. The X-ray beam propagates from the virtual source position with a caustic profile. The jitter, due to the stochastic generation mechanism of the light, produces pointing instability on the beam. The spatial (transverse) coherence length across the beam is defined by $L_{\text {coh. }}$. When the beam encounters the mask in the near-field, the Fresnel diffraction occurs. The Fresnel pattern is acquired using the LiF crystal. The pattern is formed by internal (IF) and external (EF) fringe modulations. The beam information is extracted in the near-field from the internal pattern profile. The external pattern is used for a cross-validation. See text for detailed discussion.

Table 1
Selection of the probe-masks used experimentally and the corresponding Fresnel numbers.

H: horizontal; $\mathrm{FN}_{\mathrm{h}}$ : horizontal Fresnel number; V: vertical; $\mathrm{FN}_{\mathrm{v}}$ : vertical Fresnel number.

|  | H | $\mathrm{FN}_{\mathrm{h}}$ | V | $\mathrm{FN}_{\mathrm{v}}$ |
| :--- | :--- | ---: | :---: | ---: |
| Mask 1 | $164 \mu \mathrm{~m}$ | 6.6 | $98 \mu \mathrm{~m}$ | 2.3 |
| Mask 2 | $270 \mu \mathrm{~m}$ | 17.8 | $120 \mu \mathrm{~m}$ | 3.5 |
| Mask 3 | $486 \mu \mathrm{~m}$ | 57.8 | $486 \mu \mathrm{~m}$ | 57.8 |

$L_{\mathrm{d}}=8.3 \mathrm{~m}$ from the mask, which was close enough to the detector to produce a Fresnel diffraction pattern (see below). The intensity patterns produced were obtained in situ with a single-shot and acquired with a LiF crystal imaging detector.

Coherent X-ray beam metrology enabled by a Fresnel probe-mask with high spatial-resolution imaging has been carried out at the hard X-ray beamline BL3 of the SACLA facility consisting of: (i) the undulator section, (ii) the elec-tron-beam dump and (iii) the optical hutch and the experimental hall EH5 (Ishikawa et al., 2012). Selection of the probemasks was made as summarized in Table 1. This selection allows comparing the HR-FDA at crucial locations. A photon energy $E_{\mathrm{ph}}=10.1 \mathrm{keV}$ was adopted, well above the LiF cutoff sensitivity of 14 eV . At this point, it is important to note that some of the parameters obtained by HR-FDA are photon-energy-dependent and their value may not be reproducible if a different energy is chosen. The pulse energy at the exit of the undulator was $E_{\text {XFEL }}=400 \mu \mathrm{~J}\left(2.5 \times 10^{11}\right.$ photons $)$.

The experimental patterns were analyzed with computational algorithms, that would reproduce their shape for a given set of initialization beamline parameters. A self-written iterative code was used to convolute the theoretical patterns and different Gaussian illumination functions, to find the least residuals to the experimental results.

The beamline-of-sight along the optical axis $Z$ fluctuates in both horizontal and vertical directions. The code also allows the centroid position of the statistically averaged fluctuations to be retrieved. Pointing precision is defined in $\mu \mathrm{rad}$ as $1 s_{x, y}$.

The visibility $(\gamma)$ of the fringes, or contrast, is an essential metric to quantify the beam coherence. Visibility is defined as follows:

$$
\begin{equation*}
\gamma=\left|\frac{I_{\max }-I_{\min }}{I_{\max }+I_{\min }}\right| \tag{9}
\end{equation*}
$$

where $I_{\max }$ and $I_{\min }$ are, respectively, the maximum and the minimum amplitudes of the fringes at a specific segment of the diffraction pattern. The relationship between the visibility of the fringes and spatial coherence is different in Fraunhofer and Fresnel diffraction. In Fraunhofer diffraction the visibility of the fringes observed in the diffraction pattern has a straightforward correlation with the spatial coherence of the source. In Fresnel diffraction, as shown in Fig. 4, the relation between the visibility and the spatial coherence oscillates between 0 and 1, for shorter mask lengths, i.e. $<100 \mu \mathrm{~m}$. The visibility diminishes for larger mask dimensions, although it remains slightly higher if the spatial coherence length of the


Figure 4
Visibility versus mask length for different coherence lengths. The relation between the visibility and the spatial coherence oscillates between 0 and 1 , for shorter mask lengths. The visibility diminishes for larger mask dimensions although it remains slightly higher if the spatial coherence length of the source is superior.
source is superior. For the present case of Fresnel diffraction the coherence length was calculated using the following equation (Kohn et al., 2000; Park et al., 2014):

$$
\begin{equation*}
l_{\mathrm{coh}}(\gamma)=\frac{a_{x, y}}{\sqrt{8 \ln \left(\gamma_{0} / \gamma\right)}} \tag{10}
\end{equation*}
$$

where $a_{x, y}$ are the mask size dimensions, $\gamma$ and $\gamma_{0}$ are the visibility of the central fringes for the experimental results and for an ideal point source, defined as follows:

$$
\begin{equation*}
\gamma_{0}=\frac{4 a_{0}}{\pi a}\left|\cos \left[\pi\left(\frac{a_{x, y}^{2}}{a_{0}^{2}}-\frac{3}{4}\right)\right]\right| \tag{11}
\end{equation*}
$$

where $a_{0}$ is defined as follows:

$$
\begin{equation*}
a_{0}=\left(\frac{4 \lambda L_{\mathrm{d}} L_{\mathrm{s}}}{L_{\mathrm{d}}+L_{\mathrm{s}}}\right)^{1 / 2} \tag{12}
\end{equation*}
$$

$L_{\mathrm{d}}$ is the distance between the mask and the detector and $L_{\mathrm{s}}$ is the distance between the probe-mask and the source.

## 4. Results

### 4.1. Experimental validation with a table-top laser beam

To begin with, the method was validated in the laboratory using a visible laser source as a standard reference. The beam metrology method was applied to a diode laser (Thorlabs CPS532) whose reference characteristics are available through the manufacturer's data-sheet summarized in Table 2. The

## Table 2

Retrieved beam parameters of the visible laser $(\lambda=532 \mathrm{~nm})$ measured using the Fresnel diffraction metrology.

Comparison retrieved parameters and specifications. The accuracy of the measurements is given by $\varepsilon$. $\theta_{\text {div }}$ : divergence angle; $L_{\text {coh }}$; coherence length; $M^{2}$ : beam quality factor.

| Parameter | This <br> work | Manufacturer's <br> specification | Accuracy $\varepsilon$ |
| :--- | :--- | :--- | :--- |
| $\theta_{\text {div }}(\mu \mathrm{rad})$ | 0.45 | 0.50 | $-10 \%$ |
| $L_{\text {coh }}(\mu \mathrm{m})$ | 204 | 200 | $2 \%$ |
| $M^{2}$ | 1.7 | 1.9 | $-10 \%$ |

diffracted patterns were acquired with a $6.5 \mu \mathrm{~m} \times 6.5 \mu \mathrm{~m}$ pixel-size CMOS. The original beam-width of the diode laser ( 3 mm ) had to be expanded to illuminate the full 2 D mask, increasing its divergence approximately 30 -fold. Magnification was corrected during post-processing. The results, summarized in Table 2, demonstrate the accuracy $(\varepsilon)$ of the metrology procedure, given as:

$$
\begin{equation*}
\varepsilon=\frac{x_{\mathrm{meas}}-x_{\mathrm{ref}}}{x_{\mathrm{ref}}} \times 100 \tag{13}
\end{equation*}
$$

where $x_{\text {meas }}$ and $x_{\text {ref }}$ are the measured and reference values of the diode laser, respectively.

Unfortunately the pixel size of the CMOS was not small enough to resolve the external fringes, or the higher-frequency internal fringes for the horizontal size of the mask, which had a larger Fresnel number ( $F_{\mathrm{h}}=13.7$ ). A high-resolution detector such as a LiF crystal would allow more accurate results to be obtained, albeit incompatible at long-wavelength visible radiation wavelength (response cutoff is for $\lambda_{\text {LiF }}<$ 33 nm ).

### 4.2. Application of the HR-FDA method to the SACLA XFEL

Fig. 5 shows a diffraction pattern obtained at SACLA XFEL. By processing the mapping in the horizontal and the vertical axis, one obtains the pattern profiles. These profiles were processed with the proprietary data treatment algorithm. The red line in the pattern profile in Fig. 5 corresponds to the 'raw' pattern obtained during the experiments. The blue line corresponds to the pattern calculated for a fully coherent flattop beamline with zero divergence. The black line is the calculated Gaussian illumination with $\sigma=256 \mu \mathrm{~m}$ of the Fresnel diffraction pattern giving approximately $75 \%$ coherence degree. From the obtained Fresnel patterns, a number of parameters could be retrieved simultaneously.
4.2.1. Metrology of beam divergence ( $\theta_{\text {div }}$ ). The beam divergence was retrieved by means of iterative calculation of Fresnel fringes using a Gaussian illumination, and trying to match the experimental patterns as close as possible. The best fit ( $R^{2}=0.923$ ) for the horizontal direction in Mask 1 was considered a converged calculation. The obtained divergence was identical along the horizontal and vertical planes (circular beam cross-section), i.e. $\sigma_{\mathrm{h}}=\sigma_{\mathrm{v}}=256 \mu \mathrm{~m}$. The obtained $\sigma_{\mathrm{h}, \mathrm{v}}$ correspond to a Gaussian illumination of $603 \mu \mathrm{~m}$ (FWHM). Given the propagation distance $L_{\mathrm{s}}=256 \mathrm{~m}$ one can easily obtain the beam divergence angle. Fig. 6 summarizes the obtained divergences for each experimental probe-mask. The $98 \mu \mathrm{~m} \times 164 \mu \mathrm{~m}$ probe-mask was acquired twice. The average divergence $\left(\theta_{\text {div }}\right)$ thus obtained is $\theta_{\text {div }}=2.3 \pm 0.4 \mu \mathrm{rad}$ (precision is here given as $1-\sigma$ ).
4.2.2. Metrology of beam pointing $\left(\sigma_{x, y}\right)$. The beamline centroid was retrieved by means of iterative lateral shifting of the Fresnel patterns using a Gaussian illumination, and trying to match the experimental patterns as close as possible. The precision of the beam centroid position was determined to be $\sigma_{x}= \pm 0.3 \mu \mathrm{rad}$ and $\sigma_{y}= \pm 0.2 \mu \mathrm{rad}$ for horizontal and vertical directions, respectively. These values are in agreement with data of Tono et al. (2013b), as summarized on Table 3. The
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Figure 5
2D experimental diffraction pattern and profiles along the horizontal and vertical directions. Calculated profiles are also shown. The black line is the calculated Gaussian beam $\sigma=256 \mu \mathrm{~m}$ of the Fresnel diffraction pattern with approximately $75 \%$ coherence. (a) Mask 1: $164 \mu \mathrm{~m} \times 98 \mu \mathrm{~m}$, $F_{\mathrm{h}}=6.6, F_{\mathrm{v}}=2.3$. (b) Mask 2: $270 \mu \mathrm{~m} \times 120 \mu \mathrm{~m}, F_{\mathrm{h}}=17.8, F_{\mathrm{v}}=3.5$.


Figure 6
Beam FWHM of the experimental probe-masks. Best match obtained between the divergence of the experimental patterns and the computational patterns. The average is $\theta_{\text {div }}=2.3 \mu \mathrm{rad}$ and the standard deviation is $\pm 0.4 \mu \mathrm{rad}$.

Table 3
Comparison of results obtained using the present beam metrology and results obtained by others using different metrologies.
$\theta_{\text {div }}$ : divergence; PSH: pointing stability horizontally; PSV: pointing stability vertically; $L_{\text {coh }}$ : coherence length; $M^{2}$ beam quality.

| Parameter | This work | Others | Accuracy $\varepsilon$ |
| :--- | :--- | :--- | :---: |
| $\theta_{\text {div }}(\mu \mathrm{rad})$ | 2.3 | 2.4 (Ishikawa et al., 2012) | $-4.3 \%$ |
| PSH $(\mu \mathrm{m})$ | $\pm 0.3 \mathrm{H}$ | $\pm 0.4 \mathrm{H}$ (Tono et al., 2013b) | $-33.3 \%$ |
| PSV $(\mu \mathrm{m})$ | $\pm 0.2 \mathrm{H}$ | $\pm 0.2 \mathrm{~V}$ (Tono et al., 2013b) | $0 \%$ |
| $L_{\text {coh }}(\%)$ | 75 | 79 (Lehmkühler et al., 2014) | $-5.3 \%$ |
| $M^{2}$ | 1.65 | 1.6 (Lehmkühler et al., 2014) | $3.1 \%$ |

different values obtained for the horizontal and vertical directions are thus significant.
4.2.3. Metrology of transverse coherence length $\left(I_{\text {coh }}\right)$. The experimental spatial coherence was retrieved using equation (10), for a given probe-mask size, using the theoretical and experimental visibility. The former is given in equation (11), while the latter is measured. Fig. 7 gives the obtained values as a function of probe-mask size. The transversal coherence scales linearly with the continuous increase of the probe-mask size. The experimental values are in agreement with the theoretical Gaussian values. Table 3 shows that the obtained value of $l_{\text {coh }}=129 \mu \mathrm{~m}$ is available for the first time for such a large slit-width. As shown in Fig. 7, a flat-top beam passing through the same probe-mask shows a coherence length only approximately 1.33 times larger than the experimentally obtained one, which confirms a very high degree of SACLA XFEL beam spatial coherence.
4.2.4. Metrology of virtual source size $\left(w_{\mathrm{s}}\right)$. The virtual source radius, i.e. the retro-propagated beam waist of the coherent beam caustic, was determined as follows:

$$
\begin{equation*}
w_{\mathrm{s}}=\frac{\sqrt{2}}{2 \pi} \frac{\lambda L_{\mathrm{s}}}{l_{\mathrm{coh}}}=55 \text { micrometers } \tag{14}
\end{equation*}
$$

where $L_{\mathrm{s}}$ is the distance between the source and the metrology mask and $l_{\text {coh }}$ is the spatial coherence length. Equation (14) was derived from the analytical expression reported by Kohn


Figure 7
Coherence length as a function of the mask size. Linear regression is shown for the planar, Gaussian and experimental cases.


Figure 8
Retrieved virtual source diameter as a function of the mask length. The red circles correspond to the experimental results. The black squares correspond to the calculated Gaussian wavefront. The values settle where the SACLA XFEL value is indicated.
et al. (2000) and Park et al. (2014). Fig. 8 shows an excellent match between the computed Gaussian beam and the experimental one for the virtual source size. Both curves fall exponentially until a probe-mask of approximately $500 \mu \mathrm{~m}$. At this point, the value of the virtual source converges and remains consistent around the same number.
4.2.5. Metrology of beam quality factor $\left(M^{2}\right)$. The beam quality factor, $M^{2}$, is defined as the ratio of the beam parameter product of a given beam and an ideal Gaussian beam, where the beam parameter product is the product of the beam radius, measured at the beam waist radius ( $w_{\mathrm{s}}=55 \mu \mathrm{~m}$ ) and the half beam divergence $\left(\theta_{\text {div }} / 2=1.16 \mu \mathrm{rad}\right) . M^{2}$ is used as the parameter to quantify the beam quality.

For a single-mode $\mathrm{TEM}_{00}$ Gaussian laser beam, $M^{2}$ is equal to unity. This parameter is defined as follows:

$$
\begin{equation*}
M^{2}=\frac{\pi w_{\mathrm{s}} \theta_{\mathrm{div}}}{2 \lambda}=1.65 \tag{15}
\end{equation*}
$$

Therefore, $M^{2}$ in SACLA XFEL is determined to be equal to $M^{2}=1.65$, which is in very good agreement with the designed value.
4.2.6. Metrology of sagittal jitter of the virtual source $\left(\sigma_{z}\right)$. Quantitative analysis of the data shows that the obtained diffraction patterns and the experiments match more closely when a magnification factor is applied. During the data analysis, it was observed that each acquisition of the diffraction patterns is taken with a slightly different magnification. This was due to the sagittal (longitudinal) translation of the source's lasing. For a given fixed imaging plane (the location of the LiF ) and a given fixed position of the diffraction plane (the location of the mask) the pattern can fluctuate in a self-similar scaling.

Applying a back-propagation procedure, it was possible to retrieve the exact location of the spot source at $-260 \pm 25 \mathrm{~m}$ (after the mask), and assuming a caustic profile of the beam (Fig. 3), the Rayleigh length is calculated for the beam radius ( $w_{\mathrm{s}}=55 \mu \mathrm{~m}$ ) as follows:

$$
\begin{equation*}
L_{\text {Rayleigh }}=\frac{\pi w_{\mathrm{s}}^{2}}{M^{2} \lambda}=48 \mathrm{~m} \tag{16}
\end{equation*}
$$

This indicates that the collimated Rayleigh length covers approximately $95 \%$ of the sagittal jitter $\sigma_{z}$.

## 5. Conclusions

The presented short-wavelength coherent beam metrology method HR-FDA, i.e. based on Fresnel diffraction and a LiF detector, provided single-shot quantitative measurement of the full XFEL parameters. Two important aspects of the LiF detector used in this study were essential in the measurement: resolution and high dynamic range. The computations showed that the width of the last external fringes is approximately $0.3 \mu \mathrm{~m}$. Ordinary X-ray cameras with $10-30 \mu \mathrm{~m}$ pixel-size would not preserve them. Using LiF as a detector, the information coming from the higher orders (central part of the field mask), as well as first-orders (edges of the mask), was retrieved. This allowed a full characterization of the SACLA free-electron laser source by retrieving the information in the Fresnel pattern.

The high dynamic range of LiF permitted measuring the internal and external fringes of the Fresnel diffraction pattern. While the internal ones were used to measure the visibility and thus fully characterize the beam, the external ones were used to make an exhaustive verification of the calculated pattern.

Due to the wide range of sensitivity of the LiF , such detectors can be used for any coherent X-ray beam characterization. However, it is important to note that the characterization of the source depends on the operation condition, i.e. the coherence length depends on the wavelength and the spectral bandwidth of the laser beam.

Table 3 compares results obtained using this beam metrology at SACLA XFEL with different metrologies used by other authors. Previous works have shown that the source was designed to have a divergence of $2.4 \mu \mathrm{rad}$ (Ishikawa et al., 2012; Tono et al., 2013a). HR-FDA results are in agreement with that, having obtained $\theta_{\text {div }}=2.3 \pm 0.4 \mu \mathrm{rad}$. The HR-FDA results in the pointing precision were $0.3 \mu \mathrm{rad}$ in the horizontal axis and $0.2 \mu \mathrm{rad}$ in the vertical axis. The measurements confirmed previous data from the X-ray beamline BL3 (Tono et al., 2013b), where the workers had obtained values for the pointing precision of $0.4 \mu \mathrm{rad}$ (horizontal) and $0.2 \mu \mathrm{rad}$ (vertical). This agrees with our HR-FDA measurements with a deviation of approximately $30 \%$.

The HR-FDA coherence length data indicate a high degree of spatial coherence in agreement with previous prediction (Singer et al., 2008; Vartanyants et al., 2011). The ratio between the visibility of a point source and that of the SACLA XFEL is obtained as high as $75 \%$, where $100 \%$ would indicate a totally planar wavefront. A similar value (79\%) has been found by Lehmkuhler et al. (2014) by analyzing small-angle X-ray scattering speckle patterns from colloidal dispersions. Other FELs have been reported to have a coherence degree of $75 \%$ (Singer et al., 2012). The Rayleigh length has been calculated as 48 m . The evaluation of the X-ray beam realised in SACLA by Kayser et al. (2016) demonstrated a measured Rayleigh length shorter than 80 m . The obtained value of the beam
quality parameter $M^{2}$ in SACLA was 1.65 . A similar value (1.6) was found by Lehmkühler et al. (2014).
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