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With modern detectors and synchrotron sources, it is now

routine to collect complete data sets in 10±30 min. To make

the most ef®cient use of these resources, it is desirable to

automate the collection and processing of the diffraction data,

ideally to a level at which multiple data sets can be acquired

without any intervention. A scheme is described to allow fully

automated data collection and processing. The design is

modular, so that it can easily be interfaced with different

beamline-control programs and different data-processing

programs. An expert system provides a communication path

between the data-processing software and the beamline-

control software and takes decisions about the data collection

based on project information provided by the user and

experimental data provided by the data-processing program.
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1. Introduction

The advent of very high brilliance beamlines at third-

generation synchrotron sources and advances in detector

technology have resulted in a dramatic increase in the speed of

macromolecular diffraction data collection (Cassetta et al.,

1999; Mitchell et al., 1999; Abola et al., 2000; Hendrickson,

2000). Data sets can now be collected in tens of minutes rather

than several hours (Walsh et al., 1999). As a result, the time

involved to set up the experiment (sample mounting, crystal

centring, determination of data-collection parameters) has

become a signi®cant proportion of the total time. To maximize

the ef®ciency of use of the beamline, it is therefore desirable to

automate these steps as far as possible. Equally, automation of

the processing of the data allows the user to monitor the

progress of the experiment more readily and to collect

additional data or abort the experiment according to the

circumstances. Structural genomics programs involving high-

throughput structure determination would obviously bene®t

from automation. Quite apart from the realms of high-

throughput crystallography, many of the more challenging

structural problems require screening of a large number of

crystals in order to ®nd one giving suitable diffraction. The

ability to automatically screen and rank order a large number

of crystals and then collect data from the best would greatly

reduce the burden on the experimentalists. While the bene®ts

of automation will be greatest at synchrotron beamlines, there

will be many instances in which automation would be valuable

when using laboratory sources, either for data collection or for

pre-screening crystals prior to visiting a synchrotron.

The issue of automation is being addressed at many

synchrotrons and script-based procedures for automatic data

processing have already been developed (Ferrer, 2001;

Holton, 2002; Roth et al., 2002). However, these procedures

have no control over how the data are collected. A fully



automated system requires communication with the software

controlling the beamline (including the detector) as well as the

data-processing programs. Because most synchrotrons have

made a signi®cant investment in developing their own soft-

ware for beamline control and because there are several data-

processing packages available, there is an advantage in

developing a modular system that can readily be integrated

with different existing software packages.

2. The expert system

When collecting data at a synchrotron, it is quite common to

use two or even three different computers in order to control

the beamline and process the diffraction images. The scientist

will have to make decisions about the parameters of the

experiment (e.g. exposure time, rotation range, oscillation

angle, detector distance, beam size, wavelength) based on their

experience, the visual appearance of the images and infor-

mation provided by the data-processing programs. The goal of

an automated system is to replace the scientist with intelligent

software, which will be referred to as the `expert system'

(Fig. 1). The role of the expert system is to issue commands to

the beamline-control software (and sample-loading software)

to collect the initial image(s) necessary to characterize the

sample. It will then instruct the data-processing software to

process these images (autoindex and integrate). On the basis

of the resulting information and project information provided

by the user (stored in the database), the expert system will

then take a decision on whether the sample is suitable for data

collection. If data is to be collected, it will use information

obtained from processing the initial images to determine the

data-collection parameters and instruct the beamline-control

software to collect the appropriate images. Finally, it will

instruct the processing software to integrate the data and

actively monitor the data quality, checking for excessive

radiation damage or other experimental problems.

2.1. Traditional data collection

To assess the feasibility of automation, it is useful to

consider the steps taken by an experienced user in setting up a

data-collection experiment. Firstly, the detector distance is set

to provide the desired resolution limit and two diffraction

images are then collected with a conservative exposure time

and an oscillation angle determined by the unit-cell size (if

known) or a small rotation (e.g. 0.25±0.5�). The crystal is

rotated by 90� between the two images to provide two

orthogonal samples of the reciprocal lattice. These initial

images are then examined carefully to determine the effective

resolution limit, to check for the presence of disorder,

twinning or multiple crystals and to obtain an approximate

estimate of the mosaic spread. If the quality of diffraction is

acceptable, the images are autoindexed to determine the cell

dimensions and possible space groups. The indexing is

checked by comparing the predicted diffraction patterns with

the images. This provides another opportunity for detecting

the presence of a second (weaker) lattice. Assuming successful

indexing, the mosaic spread can be estimated more accurately.

Finally, the data-collection strategy [total rotation angle and

oscillation angle(s)] is worked out and an exposure time is

chosen. If necessary, the detector distance is then reset to

provide the required resolution limit and data collection is

started. Ideally, the data is processed during collection,

although this can be challenging on very intense beamlines

with typical exposure times of a few seconds.

2.2. The use of autoindexing to assess crystal quality

The most dif®cult step to automate in the procedure

outlined in the previous section is also the most critical one,

namely the visual assessment of the quality of the diffraction

pattern. While a trained crystallographer can instantly

recognize the presence of disorder, multiple crystals or

excessive mosaicity, to try to emulate this with image-

recognition software would not be trivial. A less sophisticated

but more practical approach is to use the success or failure of

the autoindexing as the initial test of crystal quality. Auto-

indexing algorithms have become very robust, particularly

those based on Fourier methods (Steller et al., 1997; Otwi-

nowski & Minor, 1997). The most common causes of failure

are now the following.

(i) Incorrect physical parameters (direct-beam position,

detector distance, wavelength).

(ii) Insuf®cient re¯ections.

(iii) Multiple lattices or split spots.

(iv) Excessive mosaic spread, leading to lune overlap.

(v) Algorithm failure (rare).

As the physical parameters will be obtained directly from the

beamline software, they should not be in error and therefore

all the common sources of failure can be attributed to poor

crystal quality (assuming that insuf®cient re¯ections is the

result of very weak diffraction). With the sole exception of

algorithm failure, any failure in the autoindexing can therefore

be interpreted as an indication that the crystal is not suitable

for data collection. The two images can be indexed separately

and in combination, with the requirement that indexing is

successful in each case. This should help to identify those cases
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Figure 1
A schematic outline of the proposed automation scheme.
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where disorder or multiple lattices are only apparent in some

sections of reciprocal space.

The success of the autoindexing can be judged according

the following criteria.

(i) A solution must be found.

(ii) The r.m.s. difference between observed and predicted

spot positions must be less than a preset value.

(iii) The number of spots rejected from either the indexing

or the re®nement must be less than a preset value.

Autoindexing results in a number of possible solutions for the

crystal lattice type, each of which will have a penalty asso-

ciated with it which is a measure of how well the experimen-

tally determined unit cell conforms to the restrictions imposed

by the symmetry of the solution. In many cases, there will be a

cluster of solutions with low penalties, followed by other

solutions with much higher penalties. Typically, the solution

with the highest symmetry from the cluster of low-penalty

solutions will be chosen. In the absence of measured inten-

sities, it is not possible at this stage to distinguish between

Laue groups 3, 3/m, 6, 6/mmm or between 4 and 4/mmm. A

conservative approach would be to adopt the lower symmetry

solution when working out the data-collection strategy.

Alternatively, the higher symmetry could be assumed and the

symmetry tested as soon as a suf®cient number of images had

been collected and processed. If the symmetry was lower than

anticipated, the data-collection strategy would be re-evaluated

using the correct symmetry and taking account of the data that

had already been collected. The same procedure would be

followed for cases of pseudo-symmetry; for example, a

monoclinic cell with a � angle close to 90�, which could have

been identi®ed as orthorhombic.

2.3. Automatic mosaicity estimation

An estimate of the crystal mosaicity is important for

ranking different crystals and when determining the optimum

oscillation angle per image for data collection. Once the

crystal has been indexed, an estimate of the mosaicity can be

obtained by integrating the diffraction image using a series of

increasing values for the mosaic spread (typically from 0 to 1�

in steps of 0.1�). The total integrated intensity for all predicted

re¯ections is calculated in each case and the mosaicity is set to

the value at which further increases in mosaic spread do not

result in a signi®cant increase in the total integrated intensity.

The presence of diffuse scatter limits the accuracy of this

approach, but current experience suggests that this procedure,

which is implemented in MOSFLM (Leslie, 1992), works well

in the majority of cases.

2.4. Data-collection strategy

Several software packages are available to calculate a data-

collection strategy based on the crystal orientation and

assumed Laue group (see Dauter, 1999, for an overview). In

the case of MOSFLM (Leslie, 1992), allowance can also be

made for any data that have already been collected. It is also

possible to calculate which segments of data should be

collected to provide maximum data completeness for a

speci®ed total rotation. For example, a total rotation of 60� in

two 30� segments will often give 95% completeness for an

orthorhombic crystal. This procedure is useful if the crystal

lifetime (owing to radiation damage) is unknown, as it allows

an almost complete data set to be collected with minimum

exposure time and additional data can then be collected to

improve multiplicity if the radiation damage is acceptable. In

an automated system, more sophisticated data-collection

strategies can be envisaged. For example, the ®rst image could

be recollected at regular intervals to provide a rapid assess-

ment of the level of radiation damage.

2.5. Determination of the resolution limit and exposure time

Following estimation of the crystal mosaicity, the two

images used to autoindex the crystal are integrated, giving an

estimate of the mean I/�(I) as a function of resolution. These

experimental values can be used in conjunction with an error

model to estimate the mean I/�(I) as a function of both

resolution and exposure time, as has already been achieved in

the program BEST, which has been implemented on the

beamlines at the EMBL Outstation at DESY (Popov &

Bourenkov, 2001). Based on a user-supplied value for the

required resolution [de®ned for example as the resolution at

which the mean I/�(I) drops to less than 2 or 3], the expert

system calculates the exposure time required. If this exceeds

the maximum time allowed (speci®ed by the user) then data

collection is abandoned. More sophisticated procedures could

take account of any observed anisotropy in the diffraction.

2.6. Integration of the data

Providing that the relevant experimental parameters

(direct-beam position, wavelength, dispersion, polarization,

beam divergence, detector type, detector distance etc) are

known, then automated integration of the images is quite

straightforward for most data sets (see Rossmann & Arnold,

2001, for an overview of data-processing procedures). Accu-

rate cell parameters are ®rst determined using post-re®nement

techniques and one or two small wedges of data (two are

essential for orthorhombic or lower crystal symmetries). The

required additional data would automatically be collected as

part of the data-collection strategy. For example, if the crystal

symmetry is orthorhombic, data collection would start with

1±2� of data at a ' value 90� away from the starting ' value

determined by the strategy software. These images, together

with the ®rst few images collected at the true starting ', would

be used to re®ne the cell. The post-re®nement will also

provide a more accurate estimate of crystal mosaicity. Auto-

matic determination of the peak/background mask is already

incorporated into MOSFLM and typically no manual inter-

vention is required.

In situations where data collection is faster than data inte-

gration on a single processor, segments of data (for example

10±20 images) can be farmed out to different processors and

the results merged at the scaling step. The expert system

would be responsible for overall control of the integration and

statistics on the data quality and completeness would be made



available to the user in order to monitor the progress of the

experiment.

3. Implementation

The expert system uses a set of high-level commands to issue

requests to the beamline-control and data-processing software

(Fig. 1) and expects a de®ned response to each command. The

format of both the commands and the responses has to be

rigorously de®ned, particularly if the system is to be truly

generic. A decision was taken to use the eXtensible Markup

Language (XML) as the format for both, as this is a widely

used and ¯exible standard (see Fig. 2 for an example). The

commands or responses, formatted as XML documents, are

transmitted using HTTP as the data-transfer protocol, which

facilitates checking for transmission errors. A `translator' is

required to convert these high-level commands to a set of

(keyworded) commands which are recognized by the

programs and also to pass back the required information to

the expert system. However, assuming that the other programs

already have the necessary functionality, which is likely to be

the case, then this translator is the only new software required

in addition to the expert system itself. High-level commands

issued to the data-processing program currently include the

following.

(i) INDEX. Autoindex one (or more) de®ned images and

return the results to the expert system. The results will include

unit cell, orientation, possible space groups, number of

re¯ections (used and rejected from both indexing and re®ne-

ment), r.m.s. positional error in predicted spot positions.

(ii) FIND-MOSAIC. Estimate the mosaicity of one (or

more) diffraction images, given the unit cell and orientation.

Results: mosaic spread.

(iii) STRATEGY. Work out a data-collection strategy, given

the crystal cell, orientation, Laue group, spot size, mosaicity

and whether anomalous data are required. Results: rotation

range(s) and oscillation angle(s).

(iv) REFINE-CELL. Obtain accurate cell parameters using

images in one or more segments, widely separated in ', using

post-re®nement. Results: re®ned unit cell.

(v) INTEGRATE. Integrate a single image. Results:

hI/�(I)i as a function of resolution.

(vi) PROCESS. Integrate a series of images. Results: inte-

grated re¯ection lists, positional residuals, hI/�(I)i values.

Corresponding commands to the beamline-control software

will include the following.

(i) COLLECT. Collect one or a series of images with a

de®ned detector distance, exposure time, '-value oscillation

angle and wavelength.

(ii) ALIGN. Automatically align the beamline.

Each command will have a corresponding XML document

de®ning all the parameters associated with that command and

a second document which de®nes any results from that

operation which need to be passed back to the expert system.

The XML for the INDEX command is shown in Fig. 2 as an

example.

3.1. Role of the expert system

The functionality of the expert system is planned to increase

as the project develops. In the initial stages, it will act primarily

as a communication pathway between the beamline-control

software and the data-processing software, while ultimately it

will be in complete control of the data-collection experiment,

including sample mounting, crystal characterization, crystal

selection, data collection and data processing. The expert

system will therefore have to take decisions about whether

and how the data should be collected. These decisions will be

based on information about the project supplied by the user

(project parameters) and experimentally determined para-

meters provided by the data-processing software (sample

Acta Cryst. (2002). D58, 1924±1928 Leslie et al. � Automation of data collection and processing 1927

research papers

Figure 2
An abbreviated example of the XML for the INDEX command.
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parameters). Project parameters will relate to the intended use

of the data set and could include the following.

(i) Desired and minimum acceptable resolution limits.

(ii) Maximum acceptable mosaicity.

(iii) Maximum acceptable anisotropy of diffraction.

(iv) Maximum acceptable radiation damage.

(v) Maximum data-collection time.

(vi) Anomalous scatterers.

The experimentally determined parameters will include the

following.

(i) Autoindexing solution.

(ii) Mosaic spread estimate.

(iii) hI/�(I)i as a function of resolution.

(iv) Recommended data-collection strategy.

(v) Scaling results, including an estimate of radiation

damage.

On the basis of the project parameters and the experimental

data, the expert system will be able to take decisions about the

following.

(i) Choice of the best sample from a number of crystals.

(ii) Whether a sample is suitable for data collection or

should be rejected.

(iii) Choice of experimental parameters for the data

collection.

3.2. Progress of the project

The project is currently at an early stage of development. A

new server has been written (in C) for MOSFLM which will

perform the role of the `translator' and MOSFLM has been

modi®ed to allow communication by sockets with the server.

The functionality of MOSFLM has also been modi®ed to

allow a series of operations (autoindexing, mosaicity estima-

tion, cell re®nement, integration) to be carried out without any

manual intervention, with the appropriate results being passed

back (in an XML document) to the server. A preliminary

version of the expert system has been written (in Python) and

the ProDC beamline-control software used at the ESRF has

also been modi®ed to allow communication with the expert

system. As an initial proof of principle, a new button labelled

`Characterize Crystal' was added to the ProDC graphical user

interface (in later stages of the project, it is anticipated that the

expert system will have its own graphical user interface).

Selecting this button resulted in the expert system (in this case

running on a different computer but in communication with

ProDC) issuing a command to ProDC to collect two oscilla-

tions images at ' = 0� and ' = 90�. When the images had been

collected, the expert system sent an `INDEX' command to

MOSFLM, which autoindexed the images, selected the best

solution and sent back the results. The expert system passed

these results to ProDC, where they were displayed in a

message window. The Characterize Crystal button will be

made available to users at the ESRF in the near future, but

including additional information on the strength of diffraction

[hI/�(I)i as a function of resolution] and a data-collection

strategy. The same functionality has recently been added to

the beamline-control software PXGEN++ under development

at the SRS, Daresbury, demonstrating the generic nature of

the approach described here.

4. Conclusions

Tests carried out at the ESRF and the SRS have demonstrated

the feasibility of providing a close coupling between data-

collection and data-processing software. This is achieved with

a minimal programming effort by using existing software

packages and adding the capability to interpret a limited set of

`high-level' commands and to return a limited amount of

information. This allows the major effort to be invested in

developing the expert system, which would form the core of a

fully automated system. The modular nature of the solution

outlined here has several advantages. It allows different

beamline-control or data-processing software to be imple-

mented with relative ease and provides the option of having

different parts of the software running on different computers.

For example, the data processing may be performed on a

central multiple-processor computer server located remote to

the beamline. While some issues, such as a robust procedure

for dealing with a variety of error conditions, still need to be

addressed in detail, the results of the initial trials have been

promising.
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