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Large-scale analysis of experimental data is an increasingly important type of workload at supercomputing facilities. The National 
Energy Scientific Computing Center (NERSC) is the mission HPC and data center for the United States Department of Energy 
(DOE), and has supported such experimental computing workloads since its inception as a general-purpose supercomputing facility. 
As these workloads at experimental facilities begin to exceed the capability of their on-site HPC clusters and storage [1], and with the 
advent of AI/ML in analysis and decision making at experimental facilities, the resources available at supercomputing facilities like 
NERSC become more attractive. Interfacing with experimental and observational facilities is a key part of the Superfacility concept 
[2], which envisions science teams at experiment facilities orchestrating automated data analysis pipelines which move data from 
the instrument to the computing site, perform analysis, and disseminate results - all without any human in the loop. 
This presentation will cover the basis of the Superfacility project but focuses primarily on the key engagements and projects with 
high-data rate facilities like the Advanced Light Source, the National Center for Electron Microscopy, or the Linac Coherent Light 
Source and the tools [3] developed at NERSC to support them. 
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